PingDirectory-

Release 7.2

Ping

|dentity.



Guides

Server Administration Guide 7.2 . .o v v ittt ittt it it c e et 3

Proxy Administration Guide7.2 ..... ...ttt ittt . 496

ConsentSolution Guide 7.2 ... v vttt iiiiiieinneennneennness 784
Ping DataSync 7.2.1 .. ... iittttttnniiiiiieeeeeeeetetteeaaaaiinnaannans 812
Ping DataSync7.2 ............ et e ceeeeiieanaeeea... 1076

PingDirectory PingDataGovernance Platform Support Matrix .................. 1311



PingDirectory-

Release 7.2

Server Administration Guide

Ping

|dentity.







Notice

PingDirectory™ Product Documentation

© Copyright 2004-2018 Ping Identity® Corporation. All rights reserved.
Trademarks

Ping Identity, the Ping Identity logo, PingFederate, PingAccess, and PingOne
are registered trademarks of Ping Identity Corporation ("Ping Identity™). All
other trademarks or registered trademarks are the property of their respective
owners.

Disclaimer

The information provided in these documents is provided "as is" without
warranty of any kind. Ping Identity disclaims all warranties, either express

or implied, including the warranties of merchantability and fitness for a
particular purpose. In no event shall Ping Identity or its suppliers be liable for
any damages whatsoever including direct, indirect, incidental, consequential,
loss of business profits or special damages, even if Ping Identity or its
suppliers have been advised of the possibility of such damages. Some states
do not allow the exclusion or limitation of liability for consequential or
incidental damages so the foregoing limitation may not apply.

Support

https://support.pingidentity.com/



PingDirectory | Contents | §

Contents

Chapter 1: Overview of the Server......iiiicnivniccscsnnicsscnrecsssssscssssssscssssssees 23

SEIVET FRALUIES. ....eeiiiiiiieieee ettt e e et e e e et e e e e et e e e e eeeeeaaaseeeseatareeeesesstaeeeessasaseeessensraneeeesannees 24
AdmINIStration FramEWOTK.......cc.uuviiiiiiiiiiiiiieic et e et e e e et e e e s et ae e e e e senaaaeeeesenaaseeeeeanns 25
NI a7 O Ko1)o TeT: 15 o) s MO RSO 25

Chapter 2: Preparing Your Environment..........cccceccccnneeeccssssnsencccssssssssscccsssnssses 27

275 o I (0 B 217 4§y VUSSP 28
SUPPOITEd PLAtTOTINS. ...c.veteeititcieeteeete ettt ettt be e sttt s nenene 28
INSEALIING JAVA.....eotiitiiiiitiietet ettt ettt ettt b bbbttt st st b e e nnen 28

Preparing the Operating SyStem (LINUX)........coereriririenenienieieteteteeetee sttt sttt ettt eseere e sresreenes 28
Configuring the File Descriptor LIMItS......c..ccuecieieiriririninenineneneee ettt eene 29
File SyStem TUNINE.....cc.eetrtiriirtiriietintertert ettt ettt ettt sttt ettt et aeebe bt ebesuesaeebenbeneens 29
Setting the Maximum USET PrOCESSES. ... ..cceririireriiiiieieieiieiteitetesiese sttt ettt ebe e s sae s 30
About Editing OS-Level Environment Variables...........c.ccoeveririnieninienieieieinencneeeseseseesveseeneenenne 31
Install sysstat and pstack (Red Hat).......ccoeouiiuieiiiiieieee ettt 31
Install dstat (SUSE LINUX).....ccoiiieiirieiieieieiestt ettt ettt ee sttt este st eneeeneeeeeseesesseenseeneenseenees 31
Disable FileSyStem SWaPPINg.......cccceerertirerienteieieteiteteieeieettste st sttt sttt stessesseseseeneeseesesuessessesseseens 31
Omit VIN.OVEICOMMIL IMEINOTY .....euveuteurenteureitentereetteieeseetestestessestessessessenseseententesteseesessessessessessessensensensens 31
Managing SyStem ENtrOPY......cocoiviriririeiiiieicieietcteer ettt ettt s s 32
Set Filesystem Event Monitoring (IO )........coeruerieiieiririnininiinenesetet ettt 32
TUNE TO SCREAUIT ...ttt ettt ettt st s nes 32

Running as @ Non-Root USEr (LIMUX)......ccceeereririirienienieieteteteteeetteesie sttt esteseeeseeveesessesbessesuessensensens 32
Enabling the Server to Listen on Privileged Ports (LinNUX).......cccceieererenienienienieieieeeenenesieeesee e 32

Chapter 3: Installing the Server......iiniiiiiiiseiinisnricsssniccsssnnncssssseecsssssnecses 35

Getting the Installation PacCKa@es.........ccccveiierieriiiieiicieiietestt ettt se e st eta e s e esaenseessesseeneesseensas 36
To Unpack the Build DiStriDULION. ......c..ccveriiiieiiieieeiieieeiteieeeeie ettt eae e s seeessessaeseesseseessenseenns 36
ADOUL the RPM PaCKAGE.......ccoviiiiiiieiiiiieieit ettt sttt sb e essessaessessaesessnessessnensens 36
About the Layout of the Directory Server FOIACTS. ......c.coviiviiriiiiiieieciee st 36
About the Server Installation MOAES..........co.eruiriiriirieieieieie ettt ettt st st 37
BefOre YOU BEEIN....ccuiiiiiiiiiieiieiieietieeeet ettt sttt et e s e et e ess e aeesseeseessesseensessaensesssesseessensenssensaensensennns 38
PingDirectory Server LiCenSe KEYS......coviiiiriiiieiiiieiieiesitete ettt ettete et steeseesaeesaesseesaesseessessaensesssensenssenseenes 38
Setting Up the Directory Server in Interactive MOde.........c.ocuveiiiieiiiiieiicieieeieeeeete ettt e e 39
To Install the Directory Server in Interactive Mode..........ccuevieviirieniiieniieieseeeeceeeeeeer e 39
Installing the Directory Server in Non-Interactive MOde.........c.ccveciiriieiiieieniieienieiene e es 40
To Install the Directory Server in Non-Interactive Mode.........ccvecverieviirienieiieiecieie e 40
To Install the Directory Server in Non-Interactive Mode with a Truststore...........cccoceeevverereneneneenne. 41
Installing @ LightWeiZht SEIVET.......cccciiiieiiieieiieierit et ete sttt ettt et e et et e esaesseessesseessesseessesssessesssessanssensenns 41
RUNNING the Status TOOL.....ccuieiiiieieii ettt ettt et e st esbeeseesaeesaessesssesseessasseessessaessenseensenns 42
To RUN the Status TOOL.....c.oiiiiiiiiiiiieee ettt ettt ettt et ebe bt sbe e 42
WHhere To GO FTOM HETC......c.ooiiiiiiiiiiiieeeeee ettt ettt st b ettt neeeen 43
Working with Multiple BaCKendSs..........cceeieriiiiiiiieiiciieieeeee ettt ettt eae e esesseesaessaessesnnens 44
IMPOTTING DALA......cciiiiiiiiciettceece ettt ettt et e et e s teesaesseessessaessassaesseessenseassessensesssensesseensesssessenssans 44
Generating SAMPIE DAta.......cc.ooiiiiiiiiiieieseee ettt et st sa e st r e sa b e essentaensenseenes 44
To Import Data on the Directory Server Using Offline IMpoOrt.........cc.ccvveveriirienincieneeieneeieseeienieans 44
RUNNING The SEIVET......eiiiiiiiieiiciicieiteet ettt ettt sttt et e et e st e esbesseessesseesseessensesseessesssessesssesenssensaessensenns 45

T Start the DIrCCIOTY SEIVET.......ccviieiiriiiieriieierttetesteet et et e et e e steesbeseesseseesseessessesssesseessesseessenseesenns 45



PingDirectory | Contents | 6

To Run the Server as a FOreground ProCess..........cuecuieieriieieiiinieie ettt sseens 45
To Start the Server at BoOt TIME.......cccoccieiiiiiiiieiecieieeeeteeeete ettt se e s beesae e essesseessenseenns 45
Logging into the Administrative CONSOLE.........c.evveriiriiriieiiiieieet ettt ees 46
StOPPING the DITCCLOIY SEIVET.....ccviiiiiiieieriieieetietesteete st etesttetesetesesaeseesseseessesseessesssessesseessesssessesssessesssensens 46
TO SEOP the SEIVET.....iiuiiiiiiieieitieieetete ettt ettt ettt et esteesae s teesbesbeesbesseessesssenseessenseeseensessseseessesseessess 46
To Schedule @ Server SHULAOWN........ccvcciiiieriiiieit ettt sse e e sseesaessaessesaeensesnnes 46
TO RESIAIt the SIVET.....cieiieiiiieieciieie sttt ettt e e e s e ebe st e b e e sbe b e essasaessenseensenseensennes 47
Run the Server as a Microsoft WindOWS SEIVICE........cuevvirierierieriiiiesieeeesieeeesteesesseessesseesesseessesseessesssessessnens 47
To Register the Server as @ WINdOWS SEIVICE........ccuiviiriirieriieieniieieseeieseeteeeereeeeeseeeeesseessesseeseeses 47
To Run Multiple Service INSTANCES.........ccvevveiiiriirieiiiiietieiete et ete e eeesreesaesreesesseesessaessesssessenseenns 47
To Deregister and Uninstall SEIVICES.........ccvevuiiieririeriieieniietesteete st et seesteseessessaesseesaesseessesseessesseenns 47
LLOZ FIlES fOI SEIVICES...cuiiiiiiiieiiiieitieieseeteste et et et e steeaesteeae s e esbessaessesssesseesseseessenseessesseensesseensenses 47
UNINSTAIING the SEIVET.....oiiiiiiiiiiiiecieeie sttt ettt et ettt steeseesaeessesaeessesseessesssesseessenseessenseessenseensesseensas 47
To Uninstall the Server in Interactive MOd@..........cocvivieriirieniiiierieeiesieeeeseee st eeas 48
To Uninstall the Server in Non-Interactive MOde..........ccveviirieriieieniieiesieie sttt 49
To Uninstall Selected Components in Non-Interactive Mode...........ccceevveieriecienienieniene e 49

Chapter 4: Upgrading the Server..........iicnnceiccssnnnicsssnnnccsssssscsssssssssssssssssanses 31

Upgrade Overview and ConSIAEIAtIONS. ... ......eeuieiiriertirierieetente ettt st et ettt eateseeeteseeeteseeenaesaeenbesneens 52
Updating Servers N @ TOPOIOZY .. ...coueeriiiieiiiieiteeet ettt sttt sttt sttt sttt st e b et e b st e nbe e e e seeenes 52
To Upgrade the DIr€CtOry SEIVET......c..eiriiiieiiiiiieiieierie ettt ettt sttt st ettt et b et et entesseesbeeseesbeennen 53
To Upgrade the RPM PacCkage..........cocuiiiiiiiiiiiiii ettt sttt 53
ReEVETtINg AN UPAALe.....c..oiuiiiieiieiiiee ettt ettt et ettt e sb e et e s bt et e s bt et e sbeenbesbeenbeeneenteeae 53

To Revert to the Most Recent SErver VEISION. ........cccocuviriririiiniinienienieicieieeeeeeee e s 55

Configure SCIM After UPZIrade.......ccueoiiriiiiiniiiieiieiesiieeseee ettt ettt ettt sttt s saeens 55

Chapter 5: Tuning the SerVer.....cinnneriiccsisssnnriccsssssnnnreccssssssssessssssssssssssssssss 3 1

About MinimizZing DISK ACCESS....cueeiiiuieiietieiieiese et stt et ettt e et e te et e teeseesseeneesseensesseensesseenseeseenseeneenseans 58
Memory Allocation and Database CaChe..........c.coivieriiriiiiiiiiiiiiicnes ettt s 58
Directory Server Process MEMOTY.......cocviriiriirieriiiiiiteiteitnie sttt sttt sttt ettt sb st sresre e 58
A Method for Determining Heap and Database Cache Size..........ccccoevvecieiienininienicncnincncneneneneeen 59
Automatic DB Cache Percentages..........ccocerirerienenieiieieieieiieeeieeienie sttt sttt eeeseeie e v 59
Automatic Memory ATIOCALION. ........eecuirtieiieeieie ettt ettt et e e et esae et e sseeneesreenaeenean 59
Automatic Memory Allocation for the Command-Line ToOIS........ccccoevererenenenenenienieceeiececeene 60
Database PrelOading..........oeueeieiieieieiee ettt ettt ettt ettt st e et ettt ete et eeneenneeneennes 60
Configuring Database Preloading.........ccccoevveieiiiiininiiinneneseeeeeeteteteeeie et 61
Databases on Storage Area Networks, Network-Attached Storage, or running in Virtualized Environments....62
Database CLEAMET.........c.coeruiruiriiriirtentetetet ettt ettt sttt ettt ettt et et eae et e besbe et b e s b e et et et eneesneneeneebeeuenee 62
Compacting Common Parent DINS........c.ccoiriiiriiiiiiieiietee ettt ettt ettt s sae b naens 63
IMPOTt THrEAd COUNL....c..eitiitiitititertct ettt ettt sttt et ettt et b e bt bt sa et be st sa b e s e e ennene 63
JVM Properties for Server and Command-Line TOOIS.........cccecerereririnenenininienciereeeeteieeeereeresie e 63
Applying Changes Using dSjavaproOPerties. . ........coerueruerierieieirerenienienitereseneeseessesseseeseseeeneeseeeenesnens 64
JVM Garbage Collection USING CIMS........cciiiiiiiiiiiiiirentieettsteste ettt ettt ettt sae st sre et sne b saesaenennene 64
To Determine the CMSInitiatingOccupanyFraction...........c.ccvecveireririeneninineneneeeeeeeeeeeeeeee e 66
Tuning For Disk-Bound DeploymMEnts............ccoiieiiiierieieriieiere ettt ettt see e s e e sneeeeens 67
To Tune for Disk-Bound Deployments............cceeieiiriiriieiinieieetee ettt 67
Uncached Attributes and ENLIIEs. .......oooiiiririiriinieiiiieieieieceeeese ettt ettt e 67
To Configure Uncached Attributes and ENtries..........cocevevierierieiiriiiinininencsesenenececeeeeereeeeeenes 68

Chapter 6: Configuring the Server........iiniveiiciisnniccssnnecssssnncsssssecssssseecssnss 71
Accessing the Directory Server CONfIGUIAtION. ........c.evieiirierieiiesieieeieseete et eteeeesseessesseessesseesaesseesaesseessessees 73
About dsconfig Configuration TOOL..........cccecieriiiiieriiiieieeeee ettt ettt ae e s e saeesbesseesseesaenseesnenns 73
Using dsconfig in Interactive Command-Line MOde............ccuevuiriiiieniiiieiesieieceeie e 73



PingDirectory | Contents | 7

To Configure the Server Using dsconfig Interactive Mode...........cccvervieveniieiinieieeieie et 73
To View dsconfig Advanced Properties.........cccviieriirieriieieniieiesieeieseeteseese et se et essesseessesseenseses 74
Using dsconfig Interactive Mode: Viewing Object MENUS..........cccvevvereerieneesiieienieeiesieeeenieenesaeesnennes 74
Using dsconfig Interactive: Viewing Administrative AlCTtS.........cceveveerierieriinienieieneeeesie e 75
Using dsconfig in Non-Interactive MOME..........cocueiierieiieriiiieiieieitetestt et eeeseeeae e seseeeseessesseesseseessenseenes 75
To Configure the Server Using dsconfig Non-Interactive Mode...........cccoevevvirieniieieniecieneeie e 76
To View a List 0f dSCONTIG Properties........ccvvcveriirieiiieiiriieieeieieetete ettt sre s sreessesseesse e 76
Getting the Equivalent dsconfig Non-Interactive Mode Command.............ccccveeveriieieniierieneenieseenieseesiesnennens 76
To Get the Equivalent dsconfig Non-Interactive Mode Command..............ccecevveriinieniieienieereneeenene 77
Using dsconfig BatCh MOM@........c.ooiiiiiiiiieiiiieie ettt sttt et e sae e e seeesbesanesessaessesssensasssensenns 77
To Configure the Directory Server in dsconfig Batch Mode...........cccovvrieriicieninierieieeeceee e 77
About Recurring Tasks and Task CRains..........cccecieieriiiienieiieriiciesie ettt ettt seeesessaessesnessessneseas 78
LDIF Export as @ RecUrring TasK..........cccvecueiiriiiniieiieiieieeieic ettt ettt esseenseeseenes 78
Lockdown Mode as @ RecUITing TasK..........cceeieieriieiiirieieseeie ettt sse e sseenaeeees 79
File Retention ReCUITing TasK.........ccceciiieriiiiiiiiiesiietetc ettt sae et eea e te s e sse e s e sseenseses 79
To Create a Recurring Task and Task Chain...........ccoccvevieriiiiiniieieiicieccieeceee e 79
EXEC TASKS. ¢ttt bbbttt h et b bbbt bbbttt et et ne b b 80
TOPOLOZY CONTIGUIATION. ... eetieeieiieeiesiieietieieett et e et eaeseeesaeseeessesseesseessesseesseseessesseessesssessesssensesseensesssensenssensens 80
Topology Master Requirements and SElECtiON............cevirierieiierieienieieeeeie et 80
TOPOLOZY COMPONENLS. ......eeviriientieereiieieetieteettetesteesessaessessaesesssessesssesseessesseessesseessesseessesssessesssessenssens 81
Monitor Data for the TOPOIOZY......ccueiveriiiieiieiesiieieett ettt ettt teebesseeseeseesseeneeneas 82
Updating the Server Instance Listener CertifiCate..........covivvierririerinieniieiesieieeeeee e eae e 82
Remove the Self-signed CertifiCate........ccoviiriirieiiieieiieiere ettt sttt saebeeseesseesneeseeneas 83
To Update the Server Configuration to Use the New Certificate..........ccevevcieniecienieiienieieneeieeeenne. 84
To Update the ads-truststore File to Use the New Key-pair.......cccccveceerievieriecienieieneeieseeieeeeve e 85
To Retire the Old CertifiCate.......c.eeeiiririririiieieetet ettt sttt ettt ettt be e se s 85
Using the Configuration APL..........ccoieiiiiieiiiieiieiee ettt st et e st e sbeste e s e eseessessaesseessesseessensens 85
Authentication and Authorization with the Configuration APL...........cccooveviiriiiieiiiecieeeee e 85
Relationship Between the Configuration API and the dsconfig Tool...........cccceeveriieieriiecienieieeeee, 86
GET EXAMPIC.....ioiiieiiiieieiiieieeit ettt ste st ste st et e e sae st e esseeseessesssessesseessesssesseasseseessensaensenseensenseensenses 87
GET LiSt EXAMPIC....ccoiieiiiiieiiriieierie ettt sttt et ste et e steeaessaebessaessesssesseessassaessenseensenseensenses 88
PATCH EXAMPIE....ccuiiiieiieiieieiieiesie ettt sttt ettt ete et e teesaesseessesseessesssessesssesseessansaessensaensenseensenses 89
Configuration AP Pathis.........cccocciiiieiiiiieiieieccee ettt e b et saeeseesseessesseensenneas 93
Sorting and Filtering ODJECES........ccvirieriiriieriieieriietesttetesteeste st esestsesbeessesseessesseessesseessesssessesssessesssensens 94
UPAAting PrOPEILICS....c.vievieiieiierieeierieeterteetesieete st etesteesbesteessesseessesseessesssessesssessesssesseessesseessessesnsenseenes 94
AdMINISIIALIVE ACHIOMS. .c.eitiuiiiieiieiieiieiteitete ettt ettt ettt et eb e e bt ebe e bt e bt s bt sbe e b s b st et e be s esenneneene 96
Updating Servers and SErVEr GIOUPS.........ccvecuereerierierierireieeeesteetesseesesseessesssessesssessesssessesssessesssesseenes 96
Configuration API RESPONSES......ccviiiirieriiiieriiiierieeeesteetesteetesteesbesseesseeseesseessesseessesseessesseessessasssensaens 96
Working with the Directory REST APL......ccooiiiiiieiiceceeeseeetee ettt ettt st re et esae e sseeneens 97
Configure the Server Using the Administrative CONSOLE........c.eeveriiecierieiiiieiecienie et 99
To Log onto the AdminiStrative CONSOLE........c.ecveeiiriieiieiieiieierteeiesteete e eee e eaesreessessaessessaessesseenseens 99
To Configure the Server Using the COnSOIE.........cccueriieiirieciirieiecteie sttt see e 100
Generating a Summary of Configuration COMPONENLS..........c.ccereverieecieriieiierrierteeriesteeeesseeeesseseessessessessessens 101
To Generate a Summary of Configuration COMPONENLS.........cc.evveruerierierierieeierieereneeeeesseeseseeesenns 101
About Root User, Administrator, and Global AdminiStrators.............ccovivivvieeriveeeeieeeieeeeeeeeeeereeeeeeeereeeens 102
Managing ROt USEIS ACCOUNLS........cc.ecueriirieriieientietesieetesseestesssessesseessesssessesssessesssessesssesseessesseessesseessesseenses 102
Default ROOt PrivIIEZES.......ccieiieiieiieiieie ettt ettt ettt te e s aeebe s e e beesaesseessesseessessaessessaessenseensenses 102
Configuring AdmiIniStrator ACCOUNLS.........ccvervieviertieriereerterteteseessessseseesesseessesseessesseessesssessesssessesssessenssessenns 104
To Set Up a Single AdminiStrator ACCOUNT........c.ccueeieriierieeieieeierteetesteeresreeeesteesesseesseeseeseessenseenns 104
To Change the Administrator PaSSWOId...........coecveiiieiiirieiiieieii ettt ese e 105
To Set Up an AdMINIStrator GIOUP.......c.cceevverrerrierreeireeriesteetesseetesseesesseesesssessesssessesssessessasssesssesseeses 106
Configuring a Global AdMINISTIATOL. .......ccverviiiieriirierieeiese et et et et esse st esbesaessessaesseessesseessessaessesseensenses 107
To Create @ Global AdMINISIIAIOT. ....cc.evuirtirtiieieieiieteeet ettt sttt ebe ettt sbe e e 107
To Remove a Global AdMINISrator...........ceeieriirierieieieieiece ettt ebe s 107
CONTIGUIING SCIVET GIOUPS....ueivieiieitieteitieteetteteetesseestesseastessesssessesssessaessesseessesseessesssessesssessesssessesssessesssesses 108

About the Server Group EXampPIe........coccviieiiiiiiiiieiiciesie ettt sttt esaesse e eeas 108



PingDirectory | Contents | 8

TO Create @ SEIVET GTOUP.....eiiuierieriierieeieentieeteerttesteesttesateesteeeaseesbeeenseeseesaseenseesaseesseessseenseesnseenseens 108
Configuring Client Connection POLICIES........c.ccuirieriieieriieierieie sttt ere st ete e e be e bestaeseesaesseeseesseessesseeneas 109
Understanding the Client Connection POLICY.........cccecveiirriirieniieierit ettt ens 109
When a Client Connection Policy 1S ASSIZNEd.........ccerierieiierieiieiiiieieeiere et eeee e eee e eeas 110
Restricting the Type of Search Filter Used by CHENLS.......c.covvieriieiirieieeieieeeeie e 110
Setting RESOUICE LIMILS......cciiiiiiieiiiieiieieieeeett ettt et ste et steesae s e esse e esbessaenseeseensenseensenseessennes 111
Defining the Operation RAC..........cccccuiiieiiiiieiecieieceie ettt et te e e essesreesesteesseesaesseesnenes 114
Client Connection Policy Deployment EXample..........ccccveiieviinieiiiiieiiiierieseeie st 114
Securing the Server with LOCKAOWN MOdE.........ccoviiiiiiiiieiiiierieeieieeese ettt seesse e sseesnens 118
To Manually Enter LoCKAOWN MOGE.........cocuiiiiiiiiiieieciieiecieiceteit et ssa e sse e sseenes 118
To Leave LockdOWn MOdE.........coiiiiiiiiiiiieieieeee ettt 118
To Start a Server in LockdowWn MoOde.........coovuiriiriiniiiiiiieiei et 118
Configuring Maximum ShUtdOWN TIME..........ccevieriiiiieriiiieieeieseee ettt et sae e ssessaessesssesseessesseensenseenes 118
To Configure the Maximum Shutdown Time...........cccevirieriiecienieieieeie et eee e e 119
WOTKIng With REfEITALS. .......eciiiiieiieiieiieiee ettt ettt et te b e saeessesseebesseessesssessesssessenssanseens 119
SpPecifying LIDAP URLS......cciicieiiiieriiiiesieeiesieet ettt ettt steesesseessessaessessaesseessessaessassaensensesnsenns 119
Creating RETCITALS.......ccviiieieii ettt ettt e saeebeseee b e ssaesbeesbeseessenseensenseensenees 120
To MOdify @ RETEITAL.....cceiiiiiieiicieiecece ettt et e st e b e esa e beessenseessenseenns 120
To Delete @ RETEITAL.....c.oiuiriiieieieieie ettt ettt 120
Configuring @ ReEad-On1y SEIVET........cceccieiiiiieiiieierieieeeeteet ettt sttt se e b e esa e bessaesseessesseessesseensesseensas 120
To Configure a Read-Only SEIVET.......c.cccevuieieriieieriieierteee sttt ste b ese s seeesessaessessaessesnnes 121
Configuring HTTP Access for the DireCtory SEIVET.......cccciivciiriieciiriieiieieieeienieete e eee e eve e essesseessesseessenns 121
Configuring HTTP Serviet EXTENSIONS. ......ccveevirieriieieieeieieetesieseessestessessessesssessesssessesssessesssesseenns 121
Web Application Servlet EXIENSIONS. ......ccvervieieriieieiieiesieetesteete st etesteeaesseessesseessesseessesseessesseessenses 122
Java-based Serviet EXENSIONS. ....c..ciiriirieriiieieieceeetcrt sttt ettt sttt een 122
GrooVy-SCripted EXLENSIONS. ...ccueiveitieieriieieetieteetieteeeesteeeeesseesaesseessesseessesseessesssensesssensesssesseessesseenes 122
Configuring HTTP Operation LOZEETS.......cceeveriieieriieiiniieiesieieseeseeseeseseessesenessessaessesssessesssesseenns 122
Example HTTP Log PUbliSNErS.......cocciiiiiiiiieiicieie ettt s 123
Configuring HTTP Connection Handlers............c.occvevvirieniiiienieiiesiecieseeeeseete st 124
Domain Name Service (DNS) CaChiNg.........ccvecvieieriieieniieierierieseesteseesseeeeesseessesseessesseessesseessesssessesseessesssens 129
IP Address Reverse NamMe LOOKUPS........cuecuiiiiriiiieiiiiesie ettt ettt eaesteeaeseeessessaessesssessesssessanssensesssensenses 130
Configuring Traffic Through a Load Balancer.............cocveiiiiieiiniieieeieieceee et 130
Working with the Referential Integrity PIUG-in..........ccocvvviiiiieiiiiieiiiiee e 130
To Enable the Referential Integrity PIUZ-in........ccccceeviiiiiiiirieiieiet ettt 131
Working with the Unique Attribute PIUG-IN........ccociriiiieiiiieiieiee ettt sae e 131
To Enable the Unique Attribute PIU-iN..........cceeviiiiiiiiiiiiieieeeeet ettt aees 131
Working with the Purge Expired Data PIUg-iN.........ccccceiiiiiiiieiiiiiciieieicetee ettt seeens 131
To Configure the Purge Expired Data Plug-in for Expired Entries........cccooeeeeirerenincncnenenenenne. 132
To Configure the Purge Expired Data Plug-in for Expired Attribute Values...........cccceoeeeircncnennnn. 132
Configuring Uniqueness ACroSS AttrIDULE SELS......c.ccievieririierieiieiieitestesteeteesteeeesseereesseeeesseessesseessesseessessens 133
To Enable Uniqueness Across AttriDULE SEtS........cvvvveriiivieriiriieniiiieseeiesieeeesreevesreeee e ese e esaesseennes 134
Working with the Last Access TIime PIUg-IN.........cccccoevieriiiiinieiecieieceeeetee et eseens 134
Working with the Pass Through Authentication Plug-In..........c.cccoovivviiiiiniiiiiiieeeeeee e 135
Supporting Unindexed Search REQUESES........cc.eiiiriiiieriiiieiiiierieeiesie ettt sre e sreese e esesseessessnens 135
SUN/OTACIE COMPALIDILILY ... eevieiieiieeieiieiesit ettt ete st te e et e te e b e esaesseeseesseeseesseessesseessesseansesseessessesnsenseens 136
To Configure the Directory Server for Sun/Oracle Compatibility...........cccovveeverieciereerierieieseeieneeens 136

Chapter 7: Configuring Soft Deletes........cccoeevuricvcvnnrccscnricsssnrccsssnnnccscnsscsscnnneess 137

ADOUL SOTE DIEIELES......cvevitiiiititete ettt ettt et et st sttt ebe s 138
General TIPS 0N SOt DEIETES. ....uiiiiiieiieiie ettt ettt e s e et e e s taeebeessaeebeessseesseessseensaenssean 138
Configuring Soft Deletes 0n the SEIVET........cciiiiiiiiiiiieiee ettt 140
Configuring Soft Deletes as a Global Configuration...........cecueveeriirieniinienieiene e 140
Searching for SOt DEIELES. .....co.eiuiiieieit ettt sttt sttt st sb et ebe et eeee e eae 142
To Run a Base-Level Search on a Soft-Deleted Entry........c.cooceviiiniinininiiiiieeeeececn 142

To Run a Filtered Search by soft-delete-entry Object Class.........ceoeeeerirrienirnienienenieeeeeeeeeeee 143



PingDirectory | Contents | 9

To Run a Search using the Soft Delete Entry Access Control..........ceevecveviecienierieieenieieesieseeieeenns 143
Undeleting a Soft-Deleted Entry Using the Same RDN.........cccooiiiiiiiiniiiieiiciciteesceeee et 144
To Undelete a Soft-Deleted Entry Using the Same RDN..........cccooiriiriiniiniinieneeiceeee e 144
Undeleting a Soft-Deleted Entry Using @ New RDN.......cccooiiiiiiiiiiiiiiieiieienieeete e eeaens 144
To Undelete a Soft-Deleted-Entry Using a New RDN........cccooiiiiiriiiieniiiiesieeeeeeeeee e 144
Modifying a Soft-Deleted ENtry......c.cciiieriiiieiiieieieeiesit ettt sttt et s e essesseesaesseeneesseennas 145
To Modify a Soft-Deleted ENtry........cccciiiiiiiiieiiiieieeieie ettt st sre et beessense e 145
Hard Deleting a Soft-Deleted ENtrY......c.occiiriiiieiiiieiiiieieciese ettt ste e seeeae e sessaessessnessesssensens 145
To Hard Delete a Soft-Deleted Entry (Global Configuration)............ccceeveveecierieesieneeieneeieeeeneeenenns 145
To Hard Delete a Soft-Deleted Entry (Connection or Request Criteria).........ccoceeevereeceenieecienieecieninnns 146
Disabling Soft Deletes as a Global Configuration.............c.ecereeriircierierieneeieseeeese e see e ereeee e eae e eseseees 146
To Disable Soft Deletes as a Global Configuration.............cceeveeereecierieecienieieeeeee e eee e ene e 146
Configuring Soft Deletes by Connection CrItEITa.........cuvevereeriereerieieerieeeesteeeesseesesseesesseessesseessesssessesssessens 146
To Enable Soft Deletes by Connection Criteria...........ccvevuerverierierierieieeiesieeresieesesseesesseessessaessesses 146
To Disable Soft Deletes by Connection CrIteria........c.ecievirierieerierieeierieeieseesesieessesseessesseessesseessenses 147
Configuring Soft Deletes by ReqUESt CIiteria.........ccveruiicieririieriieiesiieieeeeieeeesteetesreeaesseesesseessesseessenssessenns 147
To Enable Soft Deletes by ReqUEst CIIteria.........c.cvviiieriiiieriieieniieiesieeeeeeseesreeseseeessesenessesaessessnens 147
To Disable Soft Deletes by ReqUESt CIiteria.........cuevuirieriiecierieieiieieseeieseeieseeseeseesseesaesseensesseennas 148
Configuring Soft Delete AUtOmMAtic PUIZING.......c.cccveviiiieiiiiieieeiecieeteseete sttt sae e seesaenneas 148
To Configure Soft-Delete Automatic PUIING........cc.ocveriieiiriieienieeieseeee et 148
To Disable Soft-Delete AUtomatic PUIZING........c.ccveciiriieciiriieieeieieeeete ettt sre e e s see e 148
Summary of Soft and Hard Delete Processed.........ovvvieiieiieieiiieieieeieie ettt 149
Summary of Soft Delete Controls and TOOl OPtiONS.........cccverierierierieiieieeienieeeesreeeesreeeesreesaeseeessessaessessnens 150
MoONILOrING SOt DEIELES. .. ...ciuiiieiiieiieieriieiese ettt ettt ettt e st e st esteesbesseessesseessesssessesssesseessessenssensenns 151
INEW MONIEOT EITIES. ...euteuienieiieiiiieet ettt b bbbt ettt ettt ene b enes 151
AACCESS LLOES - eiitieiieeiit ettt ettt ettt et sttt s h b e e bt e ht e e bt e nate s be e ateea bt e sabeeabeebaesbeeteena 152
AUGIE LO@S. . tteiieiietieiesttete ettt ettt et e bt st e steetesteesaesseessesseessasseenseassanseassesseassenseessesseansessaensesseensanseens 152
(O] F:1 1= I 5 Y= PSPPSR 153

Chapter 8: Importing and Exporting Data............cceeevcercsvneccsercssencssneecceneess 155

IMPOTTING DALA......iiuiiiiii ettt et s b et bt et e bt et e b et e ea e e bt es e e bt entenbeeneesaeeneas 156
Validating an LDIF File........cooiiiiiiiiieeeee ettt et 156
To Validate an LDIF File.......ccccioiiiiiiiiiiieieereee ettt st s st 156
Computing Database Cache EStMAte. ........cccccieiiiriiiiiiiiiiiiteeeee e 156
Tracking Skipped and Rejected ENtries.......oooeviiiiiiiiiiniiiieieeiesiceseeeee e 156
Running an Offline TMPOTt.......cc.coiiiiiiiiiieie ettt ettt sttt b e besbeenbeeaeens 157
To Perform an Offline TMPOTT........cceeiuiiiiiierie ittt ettt ete et e steesteeseaeeteestaeebeessaesnbeesssaenseenes 157
To Perform an Offline LDIF Import Using a Compressed File........cccoooeeviiiiniiinniniiieiee 157
To Perform an Offline LDIF Import Using a MakeLDIF Template..........cccoceeverienenienenieninienene 157
Running an Online LDIF TMPOTt.......coiiiiiiiiiiieie ettt sttt st sttt st be e e st eae 157
To Perform an Onling LDIF TMPOTL.......c.cccoiieiiiiiiieiiiiieecieeie ettt etee e eaeesebeeaeesnne s 157
To Schedule an ONINe IMPOTL.......ccueeruiiiiieiieeie ettt ete et e e re et esbeessaessbeessseenseenseeans 158
To Cancel a Scheduled TMPOTT........ccciiiieeciiiiie ettt ae et sae et e s be e e e ssbeeseeesseenneas 158
Adding Entries to an EXiSting DIr€CtOry S@IVET........couiiiriiriirieniieienieete sttt sttt sttt sttt see e 159
To Append Entries to an EXisting Directory SeIVeT..........ocoiiieriiiiniiiiiieenieeesee e 159
Filtering Data TMPOTTL.....c..coiiriiiieiieieeeete ettt et b et e at ettt e s bt et e sbeetesbeenbesbeenbeesnenteens 159
EXPOTEING DATA. ...ttt b ettt b et e a et e e e bt et e s bt et b e et e e bt et e e bt et eaeenee 159
TO Perform an EXPOTTt......ccciiiiieiieiie ettt ettt ettt e ete e s e sbeesaeesbeessbeeseessseenseenssesnseesssasnseenns 160
To Perform an Export from Specific Branches..........cccooveeciiiiiiiiieiiecieecece e 160
Encrypting LDIF Exports and Signing LDIF Files.......cccooiiiiiiiiiiiiieieeeee e 160
To Encrypt an LDIF EXPOIT.....cccuoiiiiiiieiiieieeee ettt sttt ettt 160
To Import an Encrypted LDIF File........ccoooiiiiiiiiiiiieiieiee e 160
TO SN AN EXPOTT..tiiiiiiieiietie ettt ettt ettt ettt st e bt et e s bt et e sbeestesbeentesaeans 161
To Import a Signed LDIF File.......coooiiiiiiiiee et 161

FAltering Data EXPOTTS. ... ceuertieiietieieiiee ettt ettt et b et s be et bt et esbe et e ebe et e ebeeteeaeenaeenes 161



PingDirectory | Contents | 10

Scrambling Data FIleS.......cc.veoiiiieiiieieiieieie ettt ettt e sttt e steebeeseessesseessesseesseessessesssassesssensenns 161

Chapter 9: Backing Up and Restoring Data..........cccceeevvueecreccsseecssneccsneescnnness 165

Backing Up and Restoring Data..........cccooiiiiiiiiiiiiee ettt et 166
REtaINING BACKUPS. ....ceutiiiiiiieitet ettt ettt ettt et sttt b e et s bt et e s bt e beeat e besaeenteans 166
To List the Available Backups on the SyStem.........ccceiuiiiiiiiiiiiieiie e 167
To Back Up All BACKENAS.......cccuiiriiiiiieiieeieesiie ettt sttt et e te et esebeebaesnbeeseessaeensaennsesnses 167
To Back Up a Single Backend..........cocoouiiiiiiiiiiieeee et 167
To Perform an Offline RESLOTE.......c.coiiuiriiiiriiiiieiciciciecte sttt 167
To Assign an ID t0 @ BaCKUP......oiiiiiiiiiiiiieeee e 167
To Run an Incremental Backup on All Backends...........ccceeviiiiieniiiiiieiiececeececee e 168
To Run an Incremental Backup on a Single Backend............ccocooviiiiiiiiiiiniieeceeee 168
To Run an Incremental Backup based on a Specific Prior Backup........ccccoeoveeeiiiiiiiiiiienieniieseeeieene 168
To Restore an Incremental BaCKUP........cccuiiiuieriiiiiiiiiiciecie ettt saeesve e beesnaeesee e 168
To Schedule an ONlNe BaCKUP......c.cociieiiiiiiciiec ettt sttt et eae e ssbaeseneenee 168
To Schedule an Onling RESIOTE........cc.ccueiiiiiiieiiiiiiieee ettt 169
To ENCrypt @ BaCKUP....cuieuieiiiiee ettt sttt et nbe e 169
To Sign a Hash of the BacCKUup.......ccoooiiiiiiiiii e 169
TO REStOTE @ BACKUP....coiuiiiiiiiieciiee ettt ettt et e e e et e enbeenseesnbaensnesnsean 169
Moving or Restoring a User Database. ..........cceeruiiuiiiiiriiniieieneeeseee ettt s 169
Comparing the Data in TWO DIreCtOry SEIVETS......c.ceiertirieriirieniieierieee ettt ettt 170
To Compare Two Directory Servers Using ldap-diff............cocooiiiiiiniiiiieeeee 171
To Compare Configuration Entries Using ldap-diff............ccccooiiiiiiiiiiniiieeee 172
To Compare Entries Using Source and Target DN Files........cccooiiiiiiiiininieniiieeeeceeee 172
To Compare Directory Servers for Missing Entries Only Using ldap-diff.............ccccoooiiiniiininnnne 172
Revert or Replay CRANZES......c.coiiiiiiiiieieeeeeee ettt b et b ettt et bt et e bt eneesaeenaeenean 172

Chapter 10: Working with INdeXes........cccovvvvnrreccisscsnnereccsssssnnsreccssssnsessccssssnnes 175

OVEIVIEW OF TNACKES. c..ceeeuiiiieiieiieiiitiei ettt sttt st st be st a ettt ettt ebeeaeeaeene 176
General TIPS 0N INAEXES......ccceeririririiriiirtit ettt ettt sttt ettt ettt eat bt bt besae e enes 176
a1 751U 177
SYSLEIM INAEXES......cvivitertetetetetet ettt sttt ettt ettt a e bbb s bt ettt et et et e st eseebeeae et e ebenbentenen 178
To View the System INAEXES.......cceeeririmiiririieiectetetete ettt ettt ettt sae b e naen 178
Managing Local DB TNACXES.......ccueruieiiriieierieeeeee ettt ettt e e ee st e aesaeessesneesseenaesseensesseens 179
To View the List of Local DB INAEXES......cccoiririirieniiiiiiieieirteteieeeneseestese sttt 179
To View a Property for All Local DB INAEXES.....c..cccecueuieririririniiniinienintenenietcreteeeiteeee e 179
To View the Configuration Parameters for Local DB IndexX.........ccccocevvereniniencncnicnicneenincncecnen 179
To Modify the Configuration of a Local DB INdeX........ccccoceririeniinienieiiieieiiiencnene e 179
To Create @ New Local DB INAEX......ccccceririririniniiniiiectctcieteeee ettt 180
To Delete @ Local DB INACX.....c..coiriririiiiiiieieieteceieetsecetee sttt 180
Working with CompoSite INAEXES........coueeririririiriiieieieieteteert ettt ettt bbb st 180
Working With JSON TIAEXES.......coeruirririiriiiiiiietetetetet ettt sttt et ettt b et besae st be e e nes 181
Working with Local DB VLV INAEXES.......cccieiieiieiiiieieei ettt sttt enae st enaesseeneesneenes 182
To View the List of Local DB VLV INAEXES........ccceririririiniininiiiiieieieieeeceiesie st 182
To Create a New Local DB VLV INAEX......c.ccceririirieniiiiiiieieintnteiesese sttt 183
To Modify a VLV Index’s ConfigUration...........ccceueruerieirieieineneniinienieniestesseseeneeteseeeeeneeneesesnennes 183
To Delete @ VLV INAEX....ccuioiiiiiiiiiiieieieiercece ettt sttt st ene 183
Working with Filtered INAEXES.......ccveiiiiieiiiiieie ettt sttt e s et esseeneenneenes 183
To Create a FIltered INAEX.......coeouiriiiiiiiiiiieieer ettt ettt ettt 184
TUNING INACXES. ... ettt ettt ettt et et e et e et e s e s st e s e e s e ente st enseeseenseeseenseeneenseeneensesneessesnsensenn 185
About the Exploded Index FOrmat...........ccoeouieiiiiiiiiiiiiee et 185
Monitoring IndeX Entry LAMIts.........cceoiiieiiiiieiieieieiee ettt 185
About the Index Summary Statistics Table.........ccceeiriririinininininceeeeee e 186

About the dbtest INdeX Status TabIE..........ooiiiiiiiiiiiiiiiiiiee et ear e e e e sareeeas 187



PingDirectory | Contents | 11

Configuring the INdeX Properties.........ccociiciirieriieieiiieieie ettt sre e se et e e e s e eseessessaesseeneas 187

Chapter 11: Managing ENtries......cciceivericsssniccsssnnicsssnnecsssssncssssssssssssssssssasees 189

SEATCHING ENETIS. ... ettt ettt ettt s a et et et et e s bt es e b e es e e eb e e st e e be et e eneeneeeae 190
To Search the ROOt DSE.......cc.coiiiiiiiiiiiere ettt st s 190
To Search All Entries in the Dir€CtOry SEIVET........cociriiiiriiiieniieienieeeeteee ettt 190
To Search for an Access Control INSTrUCION. ......ccecveiiiriiiiiiiiererececeree e 190
To Search for the SChema..........ccociiiiiiiiiii e 191
To Search for a Single Entry using Base Scope and Base DN........cccccoceeiiniiiiniininienieenceeneenee, 191
To Search for a Single Entry Using the Search Filter...........ccocooiiiiiiniiiiieeeee 191
To Search for All Immediate Children for Restricted Return Values...........ccccccevveveienieiinincninennenn 191
To Search for All Children of an Entry in Sorted Order...........ccccoviriiniiiiiiiniiieenieeeeeeeen 191
To Limit the Number of Returned Search Entries and Search Time..........cccccceceeviviininininicninenennne 191
To Get Information about How Indexes are used in a Search Operation............cceccvevveeereerveenneennnenn 191
Working with the Matching Entry Count Control..........cccooieiiiiiiiiiiiiiiei et 194
AAING ENIIES. ¢ttt bttt b et e h et e b et e ea e e sae e st e bt eseesbeemeesbeenbesbeenaesbeensesneens 195
To Add an Entry Using an LDIF File......cccoooiiiiiiiiiiiiiiee e 195
To Add an Entry Using the Changetype LDIF DireCtive.........ccceeoueiiriieniniienieiinienceeee e 196
To Add Multiple Entries in @ Single File.........ooooiiiiiiiiiiiiieeeeeeeeee e 196
Deleting Entries Using 1dapdelete..........coouiiiiiiiiiiiiieieeeee ettt 197
To Delete an Entry Using 1dapdelete. ...........ooouiiiiiiiiiiiiiiiiiereee e 197
To Delete Multiple Entries Using an LDIF File........cccoccoiiiiiiiiiiiiiiieeeeeeecee e 197
Deleting Entries Using 1dapmodify........coooiieiiiiiiiiieeee ettt 197
To Delete an Entry Using 1dapmodify..........coouiiiiiiiiiiiiiiiee e e 197
Modifying Entries Using 1dapmodify.........cccooiiiiiiiiiiiiiieeeee ettt 198
To Modify an Attribute from the Command Line.........cccccoceriiiiiniiiiniiiiiieeeeeeee e 198
To Modify Multiple Attributes in an Entry from the Command Line.........c.cccceoerieniniininnincencnne. 198
To Add an Attribute from the Command Line...........ccccoeoieiiiiiiiiiiiiininiiieneeercceeeeeeeeeeaee 199
To Add an Attribute Using the Language Subtype.........cooiioiiriiiiniiieiieeeeeeeeecee e 199
To Add an Attribute Using the Binary Subtype........ccooceeviiiiiiieniiieeeeeceeee e 199
To Delete an AHITDULE.......c.cocivuieiiiirieictecceet ettt et s e eeee 199
To Delete One Value from an Attribute with Multiple Values..........ccccoceeviierieniieeiienieceecieeeeeen 200
To ReNAME AN BNV ..ottt ettt s a et b nae s 200
To Move an Entry Within @ Dir€Ctory SEIVeT.........cociviiiirieriiienteierieeeeee e 200
To Move an Entry from One Machine to ANOther.........cccoociiiiiiiiiiniiiieeeee e 200
To Move Multiple Entries from One Machine to ANOther..........cceccvverieriiiinieeieeee e 201
Working with the Parallel-Update TOOL..........coiiiiiiiiiieiee et 201
To Run the Parallel-Update TOOL........c.cooviieiiiiiiieiiiiie ettt beesaeesebe e e enseenns 202
Working with the WatCh-Entry TOOL......c..cooiiiiiiiii ettt st et 203
To Run the WatCh-Entry TOOL........coouiiiiiiiiiiieee et s 203
Working with LDAP TranSaCtiOns......cc.eecuerueeiiriertiitieieitterte sttt ettt ettt ete st estesteetesbeeeesbeenaesbeennesneens 203
To Request a Batched Transaction Using 1dapmodify.........coceviiiiiiiiiniiiiniieeeeeeeeeee 204

Chapter 12: Working with Virtual Attributes...........ccccevvvcnnericcssccnnnrcccssccsnnnnes 205

OVErview Of VIrtUal AtIIDULES. ......coeiiririrtietcrtertct ettt ettt sttt ettt eae et eae b nnes 206
Viewing the List of Default Virtual AfribULes.........ccevirieriirierieiecieee e 206
To View the List of Default Virtual Attributes Using dsconfig Non-Interactive Mode....................... 207
Viewing Virtual AtribULE PrOPEIties........cciviieiiieieiieieriieieet ettt sttt ettt e se et eneeseeeneeseeeneeseeeneas 207
To View Virtual Attribute PrOPErties.........ccoeriiviirieieiiiiiiiriincriteteeesc ettt e 207
Enabling a Virtual ATIIDULE..........oouiiieiieieeeeee ettt ettt ettt et e et e e saeeseeneesesneenaeenean 207
To Enable a Virtual Attribute using dsconfig Interactive Mode..........cocvrvevirieniriienieeeeeeeee 208
To Enable a Virtual Attribute Using dsconfig Non-Interactive Mode..........ccccocvvevieninincncncncnennne 208
Creating User-Defined Virtual AttrIDULES........cc.couerieieiiiiiiinincneeereseseetetee ettt 208

To Create a User-Defined Virtual Attribute in Interactive MOde...........ooovvvvvuiiiiiiiiiieiieiieiiieeeeeeeees 209



PingDirectory | Contents | 12

To Create a User-Defined Virtual Attribute Using dsconfig in Non-Interactive Mode........................ 210
Creating Mirror VIrtual AtrIDULES.......ccveeieiieieiieieie ettt ettt et e b e te e b e eteessesseessesseesesssessesssesseessessens 210
To Create a Mirror Virtual Attribute in Non-Interactive Mode...........cccevevevieieriieciinieiieiee e 210
Editing @ VIrtual AttrIDULE......ccveiieiietieiieieii ettt ettt ete sttt e s e et e steesbeetae s e ssaesseessesseeseesseeseesseensesseensessens 211
To Edit a Virtual Attribute Using dsconfig in Non-Interactive Mode..........cccecvevvierenieriineenieeieeene 211
Deleting @ ViIrtual AIIDULC.......ccuieiieiieieeieieetteie ettt et e teeia et e esaesteessesseessesseessesseessesseessesssessesssensens 211
To Delete @ VIrttal AIIDULE........oovertiriiieieieieiete ettt 211

OVETVIEW OF GTOUPS...euvieiieiiieitieiiiesteeiteesteeesteesttessseessaessseesseeasseesseasseesseessseesssesssessssessseessssanseesssesnseesssessseens 214
About the isMemberOf and isDirectMemberOf Virtual Attribute..........c.cocoeevivenininencniiiieeieicceeeee, 214
USINE StALIC GIOUPS. ..uvteutetienieitietertteteette e et et et et ettesteestesbeeseesteemeesbeembesbe e besbtenbeeseenbeeseenseenee st eneeaseeneesaeenees 215
Creating StAtIC GIOUPS. .. .eeuieuieiietienttetente ettt et et e e bt es et e e eb e e bt ebe e et eseenaesaeesbeeaeesbeemeesbeensesbeentesneens 216
Searching StAtiC GIOUPS.....ccueeutertiriertiriert ettt ettt ettt ettt e ae s tesbe et e bt es e sbeen b e ebeenteebeenteeseeeeeae 217
USING DYNAMIC GIOUPS. ....eutetieiietieteetteteettet et e et ette sttt e steestesbeeete s bt este st e eateebeenteebeeneeeseebesseenseeneesaesseenseeneens 219
Creating DyNamiC GIOUPS.....ccoueiueerterieriertierteettente ettt eiteste et e steete bt etesbe e besbeenbesseenbesbeenbeeneenteeneeneeenes 220
Searching DYNamiIC GIOUPS. ... cc.eeeertiriertieienieete st et st tete et este st e b ette bt eseesteestesaeeneesbeentesaeebesseensesneens 221
Using Dynamic Groups for Internal Operations...........ccceeeeierierienienienienientene e see et eeesieens 222
USING ViIrttal StatiC GIOUPS.....cueiuieieruieiietieie ettt ettt ettt ettt ettt et e e et esee st estesbeetesbeebesseenbesseenbeennenseans 222
Creating Virtual StatiC GIOUPS........coueeeeruiriiiiieieetiete ettt ettt st sb et sttt eaee b eaeeseeeneeseeeneas 223
Searching Virtual Static GIOUPS.......coeeuirieriirierieiiente ettt ettt et eite e e te bt e stesbeestesbee e eseenee 224
Creating INESEEA GIOUPS. .. c.ueeueeiieientiete ettt ettt et et e sttt e bt et e e bt estestteate st e eneesbeenaesb e e bt sseenbeeseenbeeseenbeentenseenes 224
To Create NesSted StatiC GTOUPS......cccuieeeerieriiierieeitierteerteesteeeteesteesteessteeseessaesseesseessseesseessseesseesssees 225
Maintaining Referential Integrity with StatiC GIOUPS.......coeeviriiiiiriiii et 226
Monitoring the Group Membership Cache..........cocoiiiiiiiiiiiieiee e 227
Using the Entry Cache to Improve the Performance of Large Static Groups.........cccceeeeveneerieneenieneeneneene. 227
To Enable the Entry Cache........c.ooiiiiiiiiii e s 228
To Create Your Own Entry Cache for Large Groups.........cccceveeieriieniinieniencenie e 228
Monitoring the Entry Cache........coooiuiiiiiiiiiiiiiei et 228
Tuning the Index Entry Limit for Large Groups........coccecuerieriirieniinieie ettt sttt ettt 229
Summary of Commands to Search for Group Membership...........cccceviriiniiiiniiiiieeeeee 229
Migrating SuN/OTACIE GIOUPS......coiuiiuieriieieitieteettete ettt ettt ettt et e st e e te bt et e s bt e e sb e et esb e et e ebee bt eaee st eneenbeenees 230
MiGIating StAtIC GIOUPS......eerueriietieiientieiteet ettt ettt et e te st e e te st es e sb e et e st e e e ebee bt esee bt eatenaeemeesbeensesnean 230
Migrating Static Groups to Virtual Static GIroUPS.........ccevirieririeniiereeeeee e e 230
Migrating DyNamic GIOUPS......cooueeuirieieriieieittete ettt ettt te st ettt e e seee bt st e besatesbesseesbeeseesbeeneesneenee 231

Chapter 14: Encrypting Sensitive Data.......cccceeeicisvvvnnniccsssssnnnnnccssssnsensecseeess 233

Encrypting and Protecting Sensitive Data..........cc.coerieriiiiiiinininiieesenceee ettt 234
About the Encryption-Settings Database.........c..ccuecveiririririninininieneneeeteeeeeeeeeeeieee e naens 234
Supported Encryption Ciphers and Transformations............coceeverenienienienienienieneeeeencneeene e 234
Using the encryptions-settings ToOL.........coceriririirieniiiiiiicieteteeeere et 235
Creating Encryption-Settings DefInitions..........ccceceririririerinincnenecieteeeteeeeeeeese e 235
Changing the Preferred Encryption-Settings Definition..........ccccecevirieririnenenenienienicieeerececeenee 236
Deleting an Encryption-Settings Definition...........coccoverieiiienieiiiniiininencsteseseseeeeseeeeeeeeeee e 236
Configuring the Encryption-Settings Database............cceereriririninininenienieieieeeeeeee e 237

Backing Up and Restoring the Encryption-Settings Definitions..........cccecceverererinenenenenenienieeiececnenene 238
Exporting Encryption-Settings Definitions. ........ccecueiririririnineneniecieeeeeteeeeeese e 238
Importing Encryption-Settings DefInitions.........ccccoeririrerininiinienicieieieeeeeeseseeese e 238
Enabling Data Encryption in the SEIVET..........cccoiviriirienieniiiiieieieiecsceese ettt 239
Using Data Encryption in a Replicated Environment.............coeeevierenienieiieniecninencneneneneseneeneenen 240
Dealing with a Compromised Encryption Key.........coccouevierieiinirinininininienececceceeeeceeeesiee 240

Configuring SenSitiVe ALITDULES. ......cceruirtirteririeieicteiet ettt ettt ettt ebe st sr b b se b se e enees 241
To Create a SenSItiVe ATITDULE......c..covirtiriirieieieieieieceeeteee sttt ettt ettt ebe e saenes 242

Configuring Global Sensitive AtIIIDULES........cccrveriitiriiieieiieeeeerere ettt ettt 243



PingDirectory | Contents | 13

To Configure a Global Sensitive AtIIDULE........cceecvervieiiiieiieieie et essesee e 243
Excluding a Global Sensitive Attribute on a Client Connection Policy...........ccoceverinenenenieinicnncnceen 243
To Exclude a Global Sensitive Attribute on a Client Connection POliCY........cccevvveverieeeneeieneennnne. 243

Chapter 15: Working with the LDAP Changelog.............cccuvueecrueccsercscneceeee. 245

Overview of the LDAP Changelog........c.ooiiiiiiiiiiieiiee ettt sttt st 246
Key Changelog FEAtUIES. ........coouiiuiiiiiieieitete sttt ettt sttt ettt s be et ebee e eae 246
Useful Changelog FEAtUIES. .......ccouiiuiiieiieieiiiet ettt ettt sttt bbbt s be et ebe et e 247
Example of the Changelog Features. ........oceviiiiiiiiiiiiieieeeeee e 248

Viewing the LDAP Changelog Properties.........cooi ettt ettt sttt 249
To View the LDAP Changelog Properties Using dsconfig Non-Interactive Mode............ccccceeeeneeee. 249

Enabling the LDAP CRangelog........ooueiiiiiiiiieeeeeee ettt sttt et 250
To Enable the LDAP Changelog Using dsconfig Non-Interactive Mode...........cccoeeerieniiniencncennenne. 250
To Enable the LDAP Changelog Using Interactive Mode.........ccccoooeeriiiinenienenieneeienceeneee e 250

Changing the LDAP Changelog Database LOCAtION. .......c.ceririiriiiiinirieiieeiesi ettt 250
To Change the LDAP Changelog Location Using dsconfig Non-Interactive Mode..........cc.cccceuenneene. 250
To Reset the LDAP Changelog Location Using dsconfig Non-Interactive Mode..........c.cccceveeienne 251

Viewing the LDAP Changelog Parameters in the Root DSE.........cccoooiiiiiiniiieeeeeee 251
To View the LDAP Changelog Parameters............cooeriirieriieiienieniiiieie ettt 251

Viewing the LDAP Changelog Using 1dapsearch...........ccocooeereiiiiiiiininienieeeeeseee e 252
To View the LDAP Changelog Using ldapsearch...........ccoooeiiiiiiiiiiiiniiiieeeeeeeeeeee 252
To View the LDAP Change Sequence NUMDETS. .........cocuiiiriirieiieniieieeieenie ettt eee s eee e saeens 252
To View LDAP Changelog Monitoring Information.............ccccceceririiniininiiniieeneeeeeceeeeene 253

Indexing the LDAP CRANGEIOZ. ....ccueeiiitiiiiiieiieteet ettt ettt sae et s etesaeenaeeeees 253
To Index a Changelog ATITDULE..........cceiiiiiieieiieee ettt ettt 254
To Exclude Attributes from INdeXINg........cccoeoiiiiiiiiiiiiiiiiee e 254

Tracking Virtual Attribute Changes in the LDAP Changelog.........ccccooieiirieiinieieiiiieiieeeeeeeeeseee 254
To Track Virtual Attribute Changes in the LDAP Changelog..........c.ccoevieiiiiiniiieniiiineecneeee 254

Chapter 16: Managing Access COntrol............eeecceccccnereccsssssnneneccssssnsnneccssssnns 257

OVErvVIEW Of ACCESS CONMIOL......couiiiiiiiriiitiitiitirtietetet ettt sttt ettt et ettt ebe bt sbe e 258
Key Access COntrol FEAUIES. ... ..c..coueiiiiiiiiiriiieeric sttt ettt ettt 258
General Format of the Access Control RUIES..........cccoiviiiiininininiiiicicicececeescee e 259
Summary of Access Control KeyWords.........coevererieiiiiniiiiiiiiiiineneseeese et 260

WOTKING WIth TAIZELS. .. .eeuieieieieieieie ettt ettt ettt e st e b e st e te e s eeteesee st ense st enseeseenseeneensesneeseenean 265
BT ¢ttt ettt ettt ettt b e s a e bt e e a e e bt e a bt e bt ea bt e bt e a bt e bt e eht e e b et e a b e e bt e sabe e bt e sateenbaeeane et 266
L1 g (<1 ¥ 111 GO O OO OO PO POOP PP 266
LD e L1 ST 268
LD N 1 L) SRS 268
BT EESCOPIC. ¢t vteeuteette ettt ettt et ettt et e sbt e e bt e sb et e bt e sat e ea bt e s ate e beesh b e e bt e sat e e bt e s ab e e bt e sab e e bt e sa bt e bt e eate e baeeabeebee s 269
L1670 11 (o) TSRS 269
EXEOIPD . ettt st a e e s h e e h e ettt et e it eae e aeennesaeennen 270

Examples of Common Access COntrol RULES..........coiiiririiiriiniiiiicieeineneeese ettt 270
AMINISIAIOT ACCESS.....eueeuteuiriirtiriertieteste sttt et ettt ettt et eb et sbesae st besee st et e st eseeaseneeneebeeuesueeseeres 270
Anonymous and AUthentiCated ACCESS......cueriirierierierieiiereeeeteeeee et ettt et ee st e see e ssesseesesneeneeas 270
Delegated ACCESS t0 @ MANAZEL.........evuieieeeieieeieeee ettt ettt ee et e st et e saeenee st e neesneenseeneensesneenseas 271
ProXy AUtNOTIZATION. ....c.tieiieiieiieie ettt ettt ettt et e et e teeneesseentesseensesseenseeneenseeneenes 271

Validating ACIs Before Migrating Data...........cccouivierienieiiiiiiiiiinceene ettt 271
To Validate ACIS from @ File.......ccooiiiiirininiiiieccccette ettt 271
To Validate ACIs in Another DIr€Ctory SEIVET.........cocvievierierieiriiirininereeetese ettt 273

Migrating ACIs from Sun/Oracle to PINgDiIrectory SEeTVET..........coceviririinierienienieieieieieteeeiene e 273
SUpPOrt FOr MACTO ACTS...c.eiiiiiiiiiieieiete ettt ettt ettt sttt ae e ene 273
Support for the roleDN Bind RUIE.........cccccueviiiiiiiiiiininiiesecccecteteceeeese e 273

Targeting Operational AtIITDULES. ........covevterieiiieieieeeteer ettt st 273



PingDirectory | Contents | 14

Specification Of GIODAL ACIS......ccoccuerieiieiieiieieeeeerte ettt st e b e steesbeeseesseesaessesssesseessensens 274
Defining ACIS for NON-USEr CONTENL.........c.ccvirieriieieriieieriieiesieeteseeresseesesseessesseesseessesseessessesssesses 274
Limiting Access to Controls and Extended Operations.............cecveecveriieieneecieneesieseeieseesessessesseens 274
Tolerance for Malformed ACI ValUES.......c.coiiiiiriniiiieieieie et 274
About the Privilege SUDSYSIEML......cceevieiiieiieiieiieieii ettt ettt st rese e b e ssa e b e essesseessesseensesseennas 274
Identifying UnSupported ACIS......cciiieriirieriieierieeieeiieteettete et eae st e saestessessaessesssesseessesseessesseessenseenns 275
WOTKING With PriVIIEZES....cviiiiitiiieiiieieciieieetete ettt ettt ettt et e be st e e saaebeesaeseessesseessesseessesssessesssessenssens 275
AVAILADIE PrIVIIEZES. ... eeiiiiiiiiiieiieiestieteett ettt sttt et e st e e e st e esseeseesseeseeseeseesseessesseessensees 275
Privileges Automatically Granted to ROOt USETS........cccovveriiiieniieiiiieienieeieeieeie e esee e sae e 277
Assigning Additional Privileges for AdmIniStrators. ........cccvevveriievierieriereerieseesieseesieseesseseessessnesseens 278
Assigning Privileges to Normal Users and Individual Root USers...........ccccceeeverieniiscieniieienieeeeseeenenn 278
DiSADING PrIVIIEZES. ... vevieiieiieiieiieti ettt ettt sttt et e et e ste e b e etaesseeseessesseesesssessesssessesssesseessansenns 279
Working with Proxied AUthOTIZAtION. .........c.cciiieriiiieiieeieeiecie ettt ettt teesaesreessessaesseesaessesseenseenes 279
Configuring Proxied AUthOTIZAtiON.........cceieveriiriieriieiestieieeeeieeeeteetesaeeaesreesaesaeessessaessessseseessenseenes 279
RESIICHING PTOXY USEIS....cuiiiiiiiieiieiieiietieieeteste et etestestesstesteessesseessesseessesseessesseessesseessesssessesssessesssens 280
Restricting Proxied Authorization for Specific USEIS.........occeriiiierieieriieieseeieseee e 282
Working with ParameteriZed ACIS........ceeciiiuieiieieiieieiectee ettt ettt esbeste e s e eseesesseesesseesesseas 285

Chapter 17: Managing the Schema...........ccoeiicivveicnicsnnicsssniccsssnnnccssnsecsssnnnees 287

ADOUL the SCHEIMA......c.eiiiiiiiiii ettt ettt ettt st st s e nenens 288
About the Schema EdItOr.........co.ooiiiiiiiiiiiiic ettt s sttt 288
Default Directory Server SChema Files.........coiiiiiiiiiiiiiee et 288
Extending the Directory Server SChema..........ccccooiiiiiiiiiiiee e 289
General Tips on Extending the SChema.........cccooiiiiiiiiiiii e 290
Managing AIIDULE TYPES...c..eouiiruiiieriiee ittt ettt et b et s b et e bt et s bt et eme e bt eaeenbeeneesbeeneeneee 290
Atribute TyPe DEfINItIONS. .. ceouiiuiiiiiiiitieert ettt sttt ettt ettt e e ente e 291
Basic Properties Of AITDULES.........ociiiiiiiiieiieeee ettt ettt sreestaeeaeebaeenbeesseesssaenseannsenn 292
VIBWING ALIDULES. ...ceeetieeiete ettt ettt ettt b et sbee et sbe e besbeenaeeetenbeeneenbens 293
Creating a New Attribute ovVer LDAP......ccoooiiiiiiiee ettt 294
To Add an New Attribute to the Schema over LDAP..........cccooiiiiiiiiiiiiiiiineseeseeeene 294
To Add Constraints to0 AtrIDULE TYPES...ccuerieruiriiiiiiieitieieeiee ettt 294
Managing ObJECt CLASSES.....c.eeuuertirieitieieettete ettt ettt ettt b et e st e e st e bt ebeenteeatesbeeatesbeeatesbeentesbeenbesaeanseans 295
ODJECE ClaSSES TYPLS...cueeeueiiieieitiete ettt ettt ettt ettt et sae et sb e et e s bt e teeb e e beebe et e ebe et e eneebeeneenaeenee 295
Object Class DEfINItION. ....cccuiiiiiiiiiieieeiie ettt ettt ettt ettt et e e et esbe e naee 295
Basic Object Class Properties.......coeieereiieriirieieeiesiiete sttt sttt sttt ettt e e enes 296
VIEWING ODJECE ClaSSS...cuuetiiuiieiietietiete ettt ettt ettt et eb et eae e bt eatesaeestesbeesaesbeentesbeenneabeens 297
Managing an Object Class 0Ver LDAP..... ..ottt s 297
To Manage an Object Class over LDAP......cccoiiiiiiiiii e 297
Creating a New Object Class Using the Schema Editor..........cocoooiiiiiiiiniiiiieeee e 298
To Create a New Object Class Using the Schema Editor..........ccccooiiiniiiiniiniiieeeee 298
Extending the Schema Using a Custom Schema File..........ccocoiiiiiiiiiiniiiieeeeecee e 299
To Extend the Schema Using a Custom Schema File...........coocoiiiiiiiiiiiiiieeeee 299
Managing MatChing RULES........cc.oiiiiiii ettt st sttt et nae e 300
Matching Rule DefINition. .......coouiiieriiiiiiieiesieee ettt ettt e 300
Default Matching RULES.......c..coiiiiiiiieeee ettt s 300
Basic Matching Rule Properties. ........ooieiiririirieiiiieiesieee sttt st 304
Viewing Matching RULES.......cc.oooiiiiiiiiiee ettt e 305
Managing ArIDULE SYNMTAXES.......eevertieiirtieieet ettt ettt ettt ettt b et e b e ea e s bt et e ebe e et sseenaesaeenaeestesaeennenbeas 305
Attribute Syntax DefInition.........cooiiiiiiiiiiiiiee et 305
Default ArTDULE SYNTAKES. .....eitiiiirtieiertiee ettt ettt sb et et e et st e sbeeseesbeeneens 305
Basic Attribute Syntax Properties.........cooiiiiiirieriiieieereee ettt 309
VIEWING AHITDULE SYNTAKES. .....eeutiriieriiiiieieeiierte ettt ettt et ettt e st e eate s bt et e s bt e tesbeenbesbeeteeseeneeeaee 309
Using the Schema Editor UTIIITIES. ........ovteriiiiiieiieeeeeetet ettt sttt see e 309
To Check Schema Compliance Using the Schema Editor.........c.cooiiiiiiiiininiiiiiieeeeeeee 309

Modifying a Schema Definition.........couiiiiiiiiiiiiie ettt sttt sbe s b et saeens 310



PingDirectory | Contents | 15

To Modify a Schema Definition..........ceeiriieriiiieriieiesieietiet ettt ere e e saeseesbesseessesssessesssessenssensenns 310
Deleting a Schema DefiNItioN.........cccveevirierieiierieiteiesieie ettt ettt et e saeeaesseesaesseessesseessesseessessaessenssensenns 310
To Delete @ Schema DefiNition.........ccecveriieeierieierieie ettt ettt sre e e b e srae s e esaeseesnenseenns 310
SCREMA CRECKING. .....c.eiiiiiieiiieieciecieetee ettt ettt et et e st e steestesteesbeeseesseesaenseessesseassenseasseseessesseensesseensessens 310
To View the Schema ChecKing Properties.........c.ccieveririierieiieniieieneereeeeveeeeesteeee e eeesseessesseensesseas 310
To Disable Schema CheCKINg..........cvccieriiieiieieriieie sttt ettt ste e sbessaesseessessaessesseessenseens 310
Managing Matching RULE USES.......c.cccueriirieriiiieiiieiecieeieet ettt e steestesaeesaesseesaesaeessessaensesssessensaessenssensenses 311
Matching Rule Use DefiNitions.........cccccveriiiiieriirieriieienieteeteete et este st saeste e eesesseessesseessessaensesssensennns 311
To View Matching RUIE USES........ccuieieriiiiiiriieieiieie ettt ettt e stesseesseesaesseensessaensessaensensnens 312
Managing DIT Content RUIES..........cceviiiiriiiiiiiiierieete ettt sae e s e e e ssessaessesssessasssessesssenseens 312
DIT Content Rule DefiNitions.........c.cccveruirierieiiesiiiieieeiesieeieste e steeseesseesaesseessessaessesssessesssessesssensenns 312
To View DIT Content RUIES.........c.eccveriirieriieieriieiesie ettt ettt sta b e eseesesseesesseessesssessesnnes 313
Managing NAME FOTMS.......c.cciiiiiiiiieietietete ettt et steste e st e beesbesseessesseessesseessesssessesseessesssessesssessesssens 313
Name FOrm DefiNitions.........c.eeieciirieiiieieiieieieeteste ettt e ste st e ebe st essesteessesseessesseessesssessesssessenssens 313
To VIew NamME FOIMIS........ccciiiiiiiiieiieieceeeee ettt ettt et s ae et e s teesbestaesbeesaenseessesesssenseenns 313
Managing DIT Structure RULES........ccveciiiiiiiiiiiie ettt ettt e ae e esaesseesessaessesseessesssensenssansenns 313
DIT Structure Rule Definition......c..ccveviirieriiiieriiiiesieeiesieeeesteetesteete e essesseessesseessesseessesssessesssessessens 314
To View DIT Structure RUIES.......c.cccieciiriiiiiieiecieie sttt sre et staesessaessessnessassnens 314
Managing JSON AHIIDULE VAIUECS.........cceiiiriiiieiieieiieeeie ettt ettt eeste e sreebessa e bessaesseesaessesssenseessesseensenes 314
Configuring JSON AttribUte CONSIIAINES. ........ccvirvieriirieriieterieetesieteeeesseeeessesseesseessesseessessesssessasssesseensenseenes 315
To Add Constraints t0 JSON ATIIDULES.......cccveruiiieriirieieeiesteeiesteetesreetesteessesseessessaessessaessesssessessens 318

VIiewing PasSWOrd POLICIES. .......ceiuiiiiiiieiiei ettt ettt e a et et et et e b eaee e 322
To View Password POLICIES........cc.ccueiiiiiiiiiiiitiesiestceceeeetet ettt e 322
To View a Specific Password POLICY.......cooiiiiiiiiiiiieiieeee e 322
About the Password POLICY PrOpPerties. ........coiiuiiiiiiiiiieiieieei ettt sttt 323
Modifying an Existing Password POLICY.......ccceoiiiiiiiiiiieieeee et et 324
To Modify an Existing Password POLICY........ccciiiiiiiiiiiiiieee e 324
Creating @ New PassWOord POLICY ......ccccoiiiiiiiiiiiie ettt et 325
To Create @ New Password POLICY........coouiiiiiiiiiiiiie e 325
To Assign a Password Policy to an Individual Account...........ccoceeririeniiieniniinieeneeeseeeceee 325
To Assign a Password Policy Using a Virtual Attribute..........ccooeeviiiiiiiieniiieieeceeceece e 325
Deleting @ Password POLICY....c..eiuiiiiiiiiiiieieeee ettt ettt ettt st s aeeaean 326
To Delete @ Password POIICY......cc.oiiiriiiiiiiieieceee et et 326
Modifying @ USEI’s PASSWOTA. ........oiuiiiiiiiiiitieieeiee ettt ettt et s be ettt e b s eeenbeeeeen 326
Validating @ PaSSWOId.......ccuiiuiiiiiiei ettt ettt ettt et bt et s be et bt et saeens 327
REHING @ PASSWOIT. .....iiiiiiiiiiiieteee et ettt et b et sbeesaesaeeneesaean 327
To Change a User’s Password using the Modify Operation..........c..ccocereriererienenieneeienceienceeee 327
To Change a User’s Password using the Password Modify Extended Operation...........ccccceeereeuenen. 327
To Use an Automatically-Generated Password.............ccoocieviiiiiiiiiininieineeceeeeeee e 328
Enabling YubiKey AUthentiCation. .........coouiiiiiiiitieiieiieie ettt ettt se et st naeeieenaeas 328
ENabling SOCIal LOZIN....c.iiiiiiiieiieiee ettt ettt sttt ae et sttt sae e bt 328
MaNagINg USEI ACCOUNLS. ....cutruietieiertieteetteteette st etteste e testeetesbe e be st eenbeeseeteesee bt estesbeeneesseentesseenbesseenbesnnanseans 328
To Return the Password Policy State Information............coceverienieiinieiiinieieneec e 329
To Determine Whether an Account is Disabled...........c.cocooiriiininininininiiiicececeeeee 329
To Disable an ACCOUNL........cccociiiiiiiiiiereeeee ettt sttt 329
To Enable a Disabled ACCOUNL.......c..couiiiiiiieiiiiieieirtre ettt s s 329
To Assign the Manage-Account Access Privileges to Non-Root USers.........cccceveeverienineenencennenne. 330
Disabling Password Policy Evaluation............ccocioiiiioiiiiiiiiieieeee ettt 331
To Globally Disable Password Policy Evaluation............ccccoooieiiiiiiiniiiiiieeeeeeceecee e 331
To Exempt a User from Password Policy Evaluation..........ccoccoveeiiiiiniiiniiiiieeeccecee e 331
Managing Password Validators...........cooiiieiiriiiieieiee ettt ettt 331
PasSWOId Validators........cc.coueieiiiiiiiiiiit ettt sttt e 331

Configuring Password Validators...........couiiiiriiiiiiiiiniee ettt 333



PingDirectory | Contents | 16

Chapter 19: Managing Replication...........couvveicsscericsssnniccsssnsecsssnssecssnsscsssnssnesss 337

OVETVIEW OF REPIICALION. ...ccutiiiiiiiieiie ettt ettt te ettt e et e e et e e beessaeesseessbeesseessbeenseenseesnsaensnennss 338
Replication Versus SyNChIOniZation...........ccooiiriiiiiriiiiiierieeee ettt ettt eee e 338
Replication TerMINOLOZY . ......eouieuiiitieiietiete ettt ettt e e ettt ea et e e s bt e et sbeetesbeenbesseenbeeneenteens 339
REPIICAION ATCHILECTUIE. .....vietiieiieciieeitecte et este ettt e et e et e s beeteestbeeteeeseeessaeasseenseessseenseessseenseenssesnseenseesnsens 341
EVENTUAL CONSISTEICY ... teutieutietieie ettt ettt ettt ettt b et s bt et e s bt e be s bt e besbee b e ebe e beeneenbeenes 341
Replicas and RepliCation SEIVETS..........cccueiciieiieeiieiiiieeieereesteesieeeteeseeeteesteeeaeesseesnseesseessseesseesssesnnes 341
Authentication and AUthOTIZAtION. ......cc.eeiuiiiiiiiier ettt s 342
LLOZ@INE. .ttt ettt h et b e h ekt a e bt e a e eh e et e ae et bt et eaeenbeeetenbeeatenaeens 342
Replication Deployment PIANMING. .........cooviiiiiiriieiieiee ettt st seee e 342
e To%: 15 o) o WO OO OO U PRSPPI 342
USEr-Defined LIDAP.....c.ooiiiiiiieeee ettt ettt ettt sbe e sae et seeenbeeaeeneas 343
DASK SPACE....etteeeiieiit ettt ettt et e st e et e e s st e ebe e st b e et e e ett e e beeeaae e baeesbeenbeeesbe e teentaeenteennaeentes 343
11 33510 o /OO OO SRRSO 343
TIME SYNCAIONIZATION. 1. .etiiuiiitiiieitieieet ettt ettt b ettt b et et e et eseenbe et e sbeeaeenaes 343
CommMmUNICAtION POTS....c..iiuiiiiiiieiiiieeee ettt ettt b et b et be e te b e e eae 343
Hardware Load BalanCers.........c.ocevuiiieiiiiiiieeiee ettt sttt st 343
DIECIOTY PIOXY SEIVET.....eiiuiiiiiiiiiiiieet ettt bttt ettt ettt e bt et e st et e seeeneesae 343
To Display the Server Information for a Replication Deployment...........c..cocceviiiininiinieiiniecnene 344
To Display All Status Information for a Replication Deployment.............ccccoeveiiiiinieniniencicenene. 344
ENabling REPICATION. .....ceiuiiiiiiiieiceeet ettt ettt sttt s b et e bt et e b et e este bt eaeenbe et e saeeneas 344
OVEIVIBW ...ttt ettt ettt ettt ettt e e e b et eh et ea e e bt ea e e e bt em et eaeem bt sa e e bt ee e e e bt ee e e bt emt e bt enteebeenteebeentesneenaeenean 344
Command Line INTETTACE........ccciiiiiiiiiiiiieieee ettt 345
What Happens When You Enable Replication...........ccceecuiiiieeiiieniriiiesie et 345
INEALIZATION. ¢ ettt ettt ettt ea e bt et sb et she et s he e bt e be e b e e et e beeneenteene 345
Replica Generation ID..........cc.cociiiiiiiiiieiie ettt et see et aeebe e s b e ebeessaeenbaesseesnseessnesnseensns 346
Deploying a Basic Replication TOPOIOZY......ccueruieiiriieiiiieiieieie ettt s 346
To Deploy a Basic Replication Deployment...........ccoueeiirieriiriinieiieieiceieeteeeieee e 347
A Deployment with Non-Interactive dsrepliCation...........ceoeiieririiriirieriieese e 349
To Deploy with Non-Interactive dSrepliCation...........cocuereriereriinieieniieiee e 349
To Use dsreplication with SASL GSSAPI (KETDET0S).....ccverviiiuierieiiienieeiienieeereesieeeveeneeesveesseeeenes 350
Configuring Assured RePICAtION. ......coouiiuiiiiiiiiiiiie ettt bbb 352
About the Replication ASSUrance POLICY........ccooiiriiiiiiiiiiiiiiieee e 352
Points about ASSUred RePIICAtION. .......cvieiieiiieiieeiieiie ettt ste et e sveeaeeseaeebeesaaessbeessnasnseees 353
To Configure Assured RepliCation..........c.oeouirieiiiiieniiiiiie e 354
About the Assured Replication CONtIOIS..........cueeiieiieriieeiiieniiereesieereesieetee e ereesbeesveessaeeseessneenne 357
Managing the TOPOLOZY ... ..ccueeiirieiiiee ettt ettt ettt et s b et s b et e s bt et e ebe et e eae e bt eneesaeeneas 357
To Add a Server to the TOPOLOZY ....cc.eeuiiiiiiiieieeet ettt 357
Disabling Replication and Removing a Server from the Topology.........ccoceveererieienieninienceeeee 358
Replacing the Data for a Replicating Domain...........cooeiiiriiieiinierieieeeecee e 358
TO REPIACE the Dat......eeciiiiiieiieiie ettt ettt ettt st e s e e e e stb e esbeessaessbaeesaesnseessseenseenns 358
AdVanCced CONTIZUIATION. ......ccuiiiiitieiiitieie ettt sttt sttt eat et e b et e eaee st e emeesbeenbesaeenbesaeenbeeseenbeennenbeans 359
Changing the replicationChanges DB LoCation..........ccccocueriiieiiiieiinienieieceescee e 359
To Change the replicationChanges DB LOCAtION. .......ccceeririiriiieniiieriieeseeesee e 359
Modifying the Replication Purge Delay..........cccoioiiiiiiiiiiiiiieieesee et 359
To Modify the Replication Purge Delay.........cooeiiiiiiiiiiiiiee e 360
Configuring a Single Listener-Address for the Replication Server..........ccooeveeieiieiiniiiinencienceeeeee 360
To Configure a Replication Server to Listen on a Single Address.........ccoocvverinienenicninienieeene 360
MONItoring REPIICALION. ....ccuiitiiiiitieiiiee ettt ettt ettt st esbe s et e sbeesaenbeennenbeans 360
Monitoring Replication USINg CH=MONILOT.......c..eeruiiieriirieniieienteeiesitenie et ettt eiee e eee 360
ReEPIICAtiON BESt PraCHICES. . .ccuviiiiieieeiieiieeitesie ettt e eee et e sete et esteeebeetaessseesseessseesaessseenssessseenseesssasnseens 361
About the dsreplication Command-Line UtIlity.........cccoeouiriiiiiiniiiiiieiieeecee e 361
ReEPIICAION CONTIICES. ...eitiiiiieiiieeieeitie ettt ettt e ettt e et e et e st e e saeessbe e saeesseesseeanseenseesssaenseesnseenssensseenses 362

Types of Replication COonfliCts.........oooueiuiiiiiirieiieeee ettt 363



PingDirectory | Contents | 17

Naming CONTIICT SCENATIOS. ... .cueervervieierierieiiesteetesteeteteestesteetesseessesseessesseessesseessesseessesseessenseessenseenss 363
Modification COnflict SCENATIOS. .....cueviiririririieierieite sttt ettt ettt ne 364
TroubleShOotiNg REPICATION. .......ccviviiiieieiieierie ettt ettt et esseeseesseesaesseessesseensessaensenssensenssenes 366
Recovering a Replica with MiSSed Changes..........cccoeveiirierieiienie ettt sse e 366
Performing a Manual InitialiZation............ceecieriieieniiicieniieiese ettt sae e sseesaesseennens 366
Fixing Replication CONTIICES........c.ciiivieriieiesiietieiieieetet et ete et este st saeseestesaessesssesseessessaessensesssenseenns 367
To Fix @ MOAIfY CONTLICE......iiiiiiiieiieieciieieiceeee ettt st e s beesa e seesaesseessesseenseneas 367
To Fix a Naming COnfliCt........cccevcieriiiieriiiiiriieieeieie ettt ettt esb et esbeetaesseesaessessnesseeneas 368
Fixing Mismatched Generation IDS...........cceecueiieiiirieniieieie et e et ssa et esaesseesnesseenaeeeas 368
REPlCAtION REFEIEICE. ... eeuviiieiiiieiieiecieceetc ettt ettt sttt eete e b e eseesseessesseessesseensesssensesseensassnansenns 368
Summary of the dsreplication SUDCOMMANAS.........c.cccveiiriiriirieiieiee ettt ens 368
Summary of the Direct LDAP Monitor Information..............ccecveevereeriesienienierieiese e eeesveene e 370
Summary of the Indirect LDAP Server Monitor Information............ccccceecveviiecieniieieniecieneeieeeeee e 372
Summary of the Remote Replication Server Monitor Information............ccceceevverievienienienieneeeenene 373
Summary of the Replica Monitor Information.............cceceriecieriesienieiisieieeeese e 377
Summary of the Replication Server Monitor Information............c.ccceeeeereeierircieninieneeieeeee e 378
Summary of the Replication Server Database Monitor Information.............cccceeceevveierieceeneeceennenen. 378
Summary of the Replication Server Database Environment Monitor Information..............c.ccoceveenee. 379
Summary of the Replication Summary Monitor Information..............cceeveeverercieneesieseesieseesieeeeeens 383
Summary of the replicationChanges Backend Monitor Information............ccccceveevieinccnicncncncnenenn 384
Summary of the Replication Protocol Buffer Monitor Information...........c.ccceeeveieininnncncncnnenn 385
Advanced TOPICS RETEICNCE. ........ccuieiiriieieitieieceeee ettt ettt et esseesaesseessesseessesseessesseensanseens 385
About the Replication ProtOCOL.........ccciiciiiiiriieiiieieciieieeieeie ettt sttt sbe e ssaensessaense e 385
Change INUMDET..........ccciiriiiieiiieie ettt ettt et et e steesaesteesaessaessesssessesssenseessasseessenseensesssensesssensessens 387
CONTTICE RESOIULION. ...ttt ettt ettt eb e bt bbb b ne s 387
WAN-Friendly RepliCAtION. ......ccvicieriiiieiiieieciieieeieie ettt esaeste et este b e esaenseesaeseessesseensesseeneas 388
WAN GAtEWAY SETVET.....uieiuiiiiieriieeiieste et stte ettt et e stte st e sateebeesbteesseeseesabeesssesateesssesnseesssesseenseenn 388
WAN MeESSAZE ROULING.....c.viiviiniiiiieieeieiieieteete ettt te et e tesaessessaessesssesseessesseesseeseensesssessesssessesnens 389
WAN GateWay Server SCIECHION. .......ccvivuirieriiiierieeierteetesteete sttt eteesseeseebeseessessaessessaessesssessesssenseens 390
WAN Replication in Mixed-Version EnNvironments............cccccveceereerieneesieneenienienieeeenreeeeseeeeesseennes 390
Recovering a Replication Changelog...........ccuevvieviriieiiniieiieieieceeieseeste e ste e sreesse st essesseessessaensenns 390
DSASIET RECOVETY ...uiviitieiieitieiesieetecteete ettt ettt et e sttesteeseesaessbesaeesbesseensessaessessaessensaensenssensenssensennes 391

Chapter 20: Managing LoOgZiNg......cccccceervrunricssrnnicsssnricsssnsrccsssnsssssssssssssssssssssss 393

Default DIrectory SeIVET LOZS. ....ccouiiiiiiitieiieiieit ettt a ettt ettt e sttt e sbeeneesaeenaesbean 394
TYPEs Of LG PUDBLISHETS. .....coitiiiiiiiiiiee ettt sttt st st sbe st e b eiae b ene 394
Viewing the List 0of Log PUbLISHErs.......cocooiiiiiiiiiiie e 396
Enabling or Disabling a Default Log PubliSher...........c.ccooiiiiriiiiiieece e 396
Managing Access and Error Log PubliShers..........cooiiiiiiiiiiiiieee e 396
Managing File-Based Access Log PUBLISHErs.......cc.ooiiiiiiiiiiiiieeeeeeee e 397
ACCESS LOZ FOIMIAL. ....cuiitiiiiiiee ettt sttt st et s be et st e e st e b e e b enee 397
ACCESS LOZ EXAMPIC.....oiiiiiiiiiiiiiiie ettt ettt ettt et b et 398
Modifying the Access Log Using dsconfig Interactive Mode..........cocceverueniiiiiniiiienieieicececeee 398
Modifying the Access Log Using dsconfig Non-Interactive Mode..........ccceeeeeririeninienenienceienene 399
Modifying the Maximum Length of Log Message Strings.........cceceveerereeneneenenienenienieeeenieeeenne 399
Generating Access LOZS SUMMATIES. .......coruiiiiriiiieriiiiieeete ettt ettt ettt sbe st s b e et esbeestesbeeneeeaeenes 399
To Generate an Access LOZ SUMMATIY....c..cooiiiiiiiiiiiiieie ettt et 400
ADOUL LOZ COMPIESSION. .....euiiutieiiitieiieittete sttt ettt st ettt ettt e bt es e bt eatesbeemeesbeenaesb e e beebeenseeseenbeeseenbeeneenseenes 401
ADOUL LOZ SIZNING. ...ttt a ettt s ae et s be et e sbeenae s bt e bt ss e e beeseenbeenneteene 401
About ENcrypting Log FIles.....couoiuiiiiiieiiieeee ettt et sttt naeas 402
To Configure LOZ SIZNINEG......coouiiiiiiiieieiiee ettt ettt sttt st e b sbe et sbeebesbe e beeeeeneeene 402
To Validate a Signed File........coooiiiiiiiiiie et 402
To Configure Log File ENCIYPHION. ....coeeiiiiiiiieieieiesitee ettt 403
Creating New Log PUDIISRELS. .....cc.oiiiiiiiiiie ettt 403

To Create @ New Log PUBLISHET ..ot e 403



PingDirectory | Contents | 18

To Create a Log Publisher Using dsconfig Interactive Command-Line Mode...........ccccoceveneneniennene. 404
Configuring LOg ROTALION. ......c.ciuiriiiitieiecieiieteie ettt ste st te et e st eebeeseesbesteesseeseessesseessesssesseessesseensessens 404
To Configure the Log Rotation POLICY........cccooiiriiiiiiiieieiieieiieeseee ettt 404
Configuring Log Rotation LIStENETS.......c.eecueriiiieiiieiesiieieetieteeteesteeetesteeeesseesaesseessesseessesseessesseessenseesenssensenses 405
Configuring LOg REtENTION. ......ciuiiiieiieieeieiieiete ettt ste et s et e st e e b e s te e s e sseessesseessesssessesssessesssesseessensens 405
To Configure the Log Retention POLICY........cocieciiiiieiiiieiicieiecteic sttt 406
Configuring Filtered LOZ@ING........cc.vvieriiiiieriiiieiieeieceeieet ettt et et esteetesteeaesteesbesseessesseesseesseseessenseensenseensas 406
To Configure a Filtered Log PUDIISNET.........ccoccuiiieiiiiieiicieieceeeeeeee et 406
Managing Admin Alert ACCESS LOES.....coiiriirieieiierie ettt et et et esesseeaesseessesseessesseessesssessenssensens 407
ADOUL ACCESS LLOZ CIILETIA. ..cuuiiuieieieieieeiieitietesttete et ete st estesseesaeesaesseesaesseessesseesseessensesseessesssessesssenses 407
Configuring an Admin Alert Access Log PUbliSher..........cccvvvieriiiiiniiiienecieeeeeeeeee e 407
Managing Syslog-Based Access Log PUDLISHETS..........c.coiviiriieiiriieiieieicceeee ettt ees 408
BefOre YOU BEEIN....cuiiiiiiieiiieiieiicieit ettt sttt beesaesaeesaessaessesaaessassaensaessenseessenseenes 408
Default Access Log SevVerity LevVel......ooovoiiiiiiieiiciciiceeeeee et 408
SYSI0Z FaCIIItY PrOPEILICS......cciviiiiriieieiieeieiteeteeiete ettt ettt e stesseesbesseesseesaesseessesseessesseensansaessenseenns 408
QUEUE-SIZE PIOPCITY...cvieiieiieiieiesie ettt sttt ettt e te et e s aeesaesaeessessaessesssesseesseseessenseensenseensennes 409
Configuring a Syslog-Based Access Log PUBIIShEr..........ccoocviiiieiiiieiiieeeceee e 409
Managing the File-Based Audit Log PUDIISNETS..........ccoocueiiiiiiiieiieieiceee et 410
AUt LOZ FOIMAL......c.eiiiiiiieiieiieieiietete ettt sttt e st e e e steesbessaesseeseessesseesseessessesssesseessesseessensenns 410
AUt LOZ EXAMPIC.....eiiiiiiiiiieiiciieiieiestt ettt ettt et te e beste et e esaesseessesseessesseessessaensessnessesssessenssens 410
Enabling the File-Based Audit Log PUbliSher..........ccccveiiiieiiiiieiicieeceeeeeee e 411
Obscuring Values in the AUAit LOZ......cccciiieriieieriieierit ettt et e sse e sseenneeeas 411
Managing the JDBC Access Log PUDLISNETS........cc.cocviiiiiiiiiiiiesiecieieeetee sttt eenens 411
BefOre YOU BEEIN....cuiiiiiiieiiieieiieiest ettt sttt et sb e eseesaeesaessaessessaessaesaenseessenseessenseenes 411
Configuring the JDBEC DIIVETS.......c.cccveriirierieieerieitesieeiesteesesseetesseessesseessesssessesssessesssessasssessesssenseenes 411
Configuring the Log Field Mapping TabIes...........ccveieriirierienieieiieie et see e esee s e 412
Configuring the JDBC Access Log Publisher using dsconfig Interactive Mode..........ccoecvevvrevennen. 412
Configuring the JDBC Access Log Publisher Using dsconfig Non-Interactive Mode...........c.coe...... 413
Managing the File-Based Error Log Publisher............cccoviiiiiiiiiiicececeeeee e 414
Error LOg EXAMPIC......cccuiiiiiieiiiiieiesteie sttt ettt estesseesaesaaesaessaessesssessanssensenssensenns 414
To Modify the File-Based Error LOES.......ccoeceiieiiiieiieieiieeeie ettt sve s esseesae s e 415
Managing the Syslog-Based Error Log PUDLISRET.........c.ccoociiiiiiiiiiieieceeieceeeee et 415
SYSIOZ EITOT MAPPING....c.viiiiiiiiiieiieiieiietesieetesteete st estesteesaesteesaesseessesseessessaessesseessesseessesssessesssessesnes 415
Configuring a Syslog-Based Error Log PUDLIShET..........c..cccccvivieiiiieieiieecee e 416
Creating File-Based Debug Log PUDLISNETS..........ccoviiiiiiieieiicieieeeet ettt nne e 416
To Create a File-Based Debug Log PubliSher..........cccoccieviiiiiiiiiieiceececeeeeee e 416
To Delete a File-Based Debug Log Publisher..........cccoocveviiiiiiiiiieicieeceeeeeeeee e 416

Chapter 21: Managing MORNItOring........cccccceerseeecssnecssnecssseecsssecssssecssssecsaseesssneessd 17

The Monitor BaCKENd.........cooiiiiiiiiiiiiiiiccteeeetet ettt ettt et st 419
Monitoring Disk SPace USAZE. .......ceouiruiiriiiieniiiierie ettt ettt ettt ettt see et bt et sbeebeeseenaeens 420
Monitoring with the PINgDataMetriCS S@IVET........ciuiiiiiriieiirieriieiierie ettt sttt st sae e 421
About the Collection of System Monitoring Data...........ccooeioiiiiiiiiieiiiieeee e 421
Monitoring Key Performance Indicators by Application..........cceceevierieniinieniiieieiieneeeeeeeteee e 422
Configuring the EXterNal SEIVEIS......c..coriiiiiiiiiiiiiiieieeet ettt ettt ettt ettt sae e eee 422
Preparing the Servers Monitored by the PingDataMetrics SeIVer...........ccevieriiriininiienieiencee e 422
Configuring the Processing Time Histogram PLUZIn...........coocoiiiiiiiiiiiiiiii e 423
Setting the Connection Criteria to Collect SLA Statistics by Application............ccocevvererienieniieneeneneeeee. 424
Updating the Global ConfigUIAtION. .......eeouiiiiiiirtieiieieie ettt sttt sb e s st e b saee e 424
Proxy Considerations for Tracked ApPPlICATIONS. ........cvueeiirieriirieiieiee ettt sttt e 424
Monitoring UsSING SNIMP......co.oiiiiiiieiee ettt sttt b et b et e bt et et e bt eseesbeenteseeenaesnean 424
SNMP IMPIEMENTALION. ....ccutietrieieeitieiieertie et eree et esteeeteebeesbeesseessseeseessseessaessseenseessseessaesssessseesssesnsessssennsees 425
ConfIGUIiNg SINIMP.....c..oiiiiiiee ettt ettt ettt et e et e sttt e st e eneesbeentesbeenbesbeeaesbeensesneens 425

TO CoNIGUIE SINIMP.....coiiiiiie ettt ettt ea et ea e bt et e s et e et sbeebesbeeaeeeeenbeas 426



PingDirectory | Contents | 19

Monitoring with the Administrative CONSOLE........ccuevuieiiriieriiiierie ettt eaesreesae e sseseeesesnees 427
To View the Monitor Dashboard............cceeviiiiinirenieeee et 427
Accessing the Processing Time HiIStOZIAM.........c.ccvecviiieiieiieiiisieieeeeie ettt e e ae e e sseseaessessaesseesaenseens 428
To Access the Processing Time HiStOZram........cc.oevvevvirieriiiienieiiesie e eee st ste e esseseee s ees 428
MoONItoring With JIMX . ....ciooiieieiieierieeie ettt et et esaeesaesaeessessae s e sssesseessesseessenseensesseensesssensenseas 428
RUNNING JOONSOIC. ....cutiieiiiiiiieieciesteee sttt ettt ettt e b e s stesbeesbesseesbesbeesseesaesseessessesseesseessensenssesseeneas 428
TO RUN JCOMNSOLE.....ceiiiiiieiieiiitet ettt ettt bbb sttt ettt eb et ebe b b 428
Monitoring the Directory Server Using JCONSOIE.........c.coviicieriiiieriieiesieieeieteetete et sae e sreeae e eae e ebesseens 429
To Monitor the Directory Server using JCONSOIE.........ccccuieieriieieniieieiieieseeee et sae e 429
Monitoring Using the LDAP SDK .......ccocciiiiiiiiieiieieiicteie ettt sttt esseesa s e ssaessessaesessnesseennas 431
MoONItOrING OVET LIDAP.......ocieiieeietieiee ettt ettt et e s seesbesaeesbesaaessesseessesssensaessenseensenseenes 431
Profiling Server Performance Using the Stats LOZ@er........c.coirieriieiiinieiirieie et 432
To Enable the Stats LOZEET......cocviiriiiieiieierieeiestet ettt ete ettt see e sessae b e sssebeesseseessenseessenseenes 432
To Configure Multiple Periodic Stats LOZEETIS.......cccvvvveriiiieriiiieriieieneeieee ettt eee e e e saesseenens 433
Adding Custom Logged Statistics to a Periodic Stats LOZEET.........ccvevvirieriiiieiieieniieiesieeeeee e 434
To Configure a Custom Logged Statistic Using dsconfig Interactive..........ccoeevevvevienievieneenieneenenne. 434
To Configure a Custom Stats Logger Using dsconfig Non-Interactive...........cccvevvrvenerceenencveniennns 435

Chapter 22: Managing Notifications and Alerts............ccceveeervueecseecssneecscaeeecss 437

Working with Account Status NOtIFICATIONS. .......eeruiiiertiiieieeierteee ettt 438
Account Status NOtIfICAtION TYPES....uerueeriiiieiiitieiieiereee ettt ettt s nee e 438
Working with the Error Log Account Status Notification Handler..............coccovieiininiiiniiincnn, 438
Working with the SMTP Account Status Notification Handler...........coccoooeeniiiiiininiiiiniicee 439
Associating Account Status Notification Handlers with Password Policies..........cccccecveverieninicnnene. 440

Working with Administrative Alert Handlers..........cocooiiiiiiiiiiiiieee et 441
AdMINISTIAtIVE ALCTT TYPES...eeieiiitieieeiiete ettt ettt e ettt et e e saeenaeseeenaeseean 441

Configuring the JMX Connection Handler and Alert Handler...........ccccoooiiiiiiiiniiiiniieeeee 441
To Configure the IMX Connection Handler.............cocooiuiiiiiiiiiiiiiiie e 441
To Configure the IMX Alert Handler.........ccooieiiiiiiiiiiiieeeee e 442

Configuring the SMTP Alert Handler..........cooioiiiiiiiiieieeeeee ettt 442
Configuring the SMTP Alert Handler..........cooiiiiiiiiiiiiieeeee e 442

Configuring the SNMP Subagent Alert Handler...........c.oooioiiiiiiiiiiiie e 442
To Configure the SNMP Subagent Alert Handler...........ooooiiiiiiiiiiiiniie e 442

Working with the Alerts BaCKEN..........ccuiiiiiiiiii ettt 443
To View Information in the Alerts Backend............cccocoeiiiiininininininiiiciccccceeese e 443
To Modify the Alert Retention Time........cccovieriiiiiriiieieeesieetesteee ettt 443
To Configure Duplicate Alert SUPPIESSION. ...c..eiiiriiriertiiieriieie ettt ettt 443

Working with Alarms, Alerts, and GaAUZES........cceeieririirieiere ettt sttt ee e e saeas 444
To View Information in the Alarms Backend.........c...ccoooiriiiiiiiiiiiiiiiiccccceee 444

Testing Alerts and ALAIMIS........ooiiiiiieiee ettt ettt ettt et e it e bt et e s bt e te bt et bt et 445
To Test Alarms and ALCTES........ccoeiiiriiriiiieeieeee ettt e 445
Indeterminate AlArMIS.........ccooviiiiiiiiiiiiiiier ettt sttt e 447

Chapter 23: Managing the SCIM Servlet Extension...........ceeeccceeeccscneeeccene. 449

Overview of SCIM Fundamentals............cocoeririeienieieiiieieieeeceieetese sttt ettt ettt ebe et 450
Summary of SCIM Protocol SUPPOTT.......cccceiiirireriiniieieieieteteeetesie sttt 450
About the Identity AcCeSS APL ..ottt 451
ConfIGUIING SCIM ...ttt ettt et ettt et b e bt s ae sttt et et et et e e et eate st entebeebesuesueebenaeneens 451
Creating Your OwWn SCIM APPIICALION...c..ccvertirieriiiiiitetiieteeetese sttt eae s 451
Configuring the SCIM Serviet EXTENSION. .....cccetriririrerirtintenientetcteteeeiteet et nennene 451
SCIM Servlet Extension AuthentiCation...........c.covecverieieiiirininencneseneneeteeeeeeetee et 455
Verifying the SCIM Servlet Extension Configuration.............cecceeeererinenenenienieneneeieeeeseseneneens 455
Configuring Advanced SCIM EXtension FEatUIes.........c.ccocecueieiririreniniinienentestenienteeeteeeeeieeieeneere e sne e 456

Managing the SCIM SCREMA.....c..ccueviiriiriiiiiiieietrtreerc sttt ettt ettt st st aenene 456



PingDirectory | Contents | 20

Mapping SCIM ReSOUICE IDS.......cccuiiieriiiiiiieiesiieieseeie sttt ettt eeeessessaesaeesaesseesaesseensesseensenseens 461
Using Pre-defined Transformations............ccocveeuerieiieriierienieieeeeieeeeieeeeesteesee e eseesreesaesseensessaessesseens 461
Mapping LDAP Entries to SCIM Using the SCIM-LDAP APL.......cccocooiiinininiininececeeeenn 461
SCIM AUNENTICALION. ¢..c..etetiititetert ettt ettt ettt ettt b e st be sttt et et e e st eaeebeebeebesbeebeebesbeseennen 462
SCIM LOZZING......oecuieieiiieiieiietieiteteetesteetestteaesteessesseessesseessesssessesssesseassesseessesseessesssessesssessesssessenssens 462
SCIM MONTEOTINE. ....eeuviivieteieetesterteetesteetesteetesseessesssessesseessesssessesseessesssessesssessesssensesssessenssessenssessennes 462
Configuring the Identity ACCESS APL.......ccuiiiiiiiieiiieeee ettt e te e eseesseesaesaeeneas 462
To Configure the Identity AcCCeSS APL......cccoiviiiiiiieiiiieriieiere ettt re s sse e 463
To Disable Core SCIM RESOUICTES......c.cccuruiruiriiriinieriintinterierteteteteit ettt sttt sttt sttt ese e 463
To Verify the Identity Access APT Configuration............ecuevieeiereeriereenienieeeeeie e ere e e 463
Monitoring the SCIM Serviet EXTENSION. ......cccuirvirieriieieriieieieetesieeteseessesteesteesaeseessesseessesseessesseessesssensessees 463
Testing SCIM QuUEry Performance........c.ocvecveeieciieieniiiieieseeie sttt sie sttt essesseessesseensesseesaeeeas 463
Monitoring Resources Using the SCIM EXteNSION.......c.cccceviireierieiieriieiesieieeeeieeeeieeeesseesnesseesneeeas 464
About the HTTP LOog PUDLISNETS........cciiiiiiiieiicieiesteieeee ettt sveessessaessessnessesnnens 466

Chapter 24: Managing Server SDK EXtensions.........cceeveecsceeccseecssneccsneeeess 467

ADbout the SErver SDK .....cooiiiiiiiiiereeee ettt ettt s e 468
Available TyYPes Of EXTENSIONS. ......coiuiiiertiiieitieiesteetest ettt ettt et ettt e bt et esbe et esbeeate st e entesbeentesbeeneeene 468

Chapter 25: Troubleshooting the Server........ccceeiicciiccnnrrcccssccnnnncccsscsnnnneee 471

Working with the Collect Support Data TOOL..........coevueriiriiiiiiiiirinrcee ettt 472
Server Commands Used in the Collect Support Data Tool..........ccccevevieievieniriiniinininineneneeneeeeee 472
JDK Commands Used in the Collect-Support-Data ToOl..........ccceerenierieienieiininincnenenceeeeseeenes 472
Linux Commands Used in the collect-support-data ToOL...........cceververirinenenincnenieceiceeeeeeee 473
MacOS Commands Used in the Collect Support Data Tool..........cccceveririninenenenicnieieieiececeenenne 473
AVAILAD1E TOOI OPLIONS...cuviutiureitinieiieiieiteieeteete ettt ettt ettt et s bt bttt be et bt e e eaeeneebeebeebenee 474
To Run the Collect Support Data ToOL.......c..ccueoieiriririninininieeeereeeet e 474
Directory Server Troubleshooting INformation...........c.ceeeeririninininieniecciet et 474
75 (o) S 500 T~ OO OO O OO U U S U PUPRUPRORPPPIN 474
SEIVET.OUL LLO. ettt ettt et e b e et b e st e bt e st e bt e sabe e bt e eabeenbee s 475
LD 101 T e Y RSP SPTRS 476
Replication RePair O .......oouiiiiiieieeiee ettt ettt st st e e sneeseeneeseeneeneens 476
Config Audit Log and the Configuration ATChIVe.........ccccceviriririnininintciecctcreteceese e 476
ACCESS ANA AUIE LOZ....iiniiiieie ettt ettt et s et n et n et ene et e e neeenes 477
SEIUP LGttt sttt ettt h e ae e 478
070 1510 73T 478
je.dnfo and je.CONTIZ FIleS......coiiiiiieiiiee et ettt 478
LDAP SDK DEbUZ LOZ.....ccuiruiiiiiiiiiieteieiteitetettetere sttt sttt ettt ettt sve bt be e e b e e naen 478
ADbOout the MONIEOT ENEIIES.....cveiiieiieieiiiiieiirieeicrie sttt ettt ettt sttt sttt ettt eae bt ebesbe e nes 479
Directory Server TroubleShooting TOOIS.......c..ieiriririiriiieieieiete ettt ettt s 479
Server Version INFOrmMation.........c.ccceeviririiirinininincte ettt sttt et 479
LDIF Connection HandlIer..........cccccueiririiinininiiciecctetecetee sttt er e e 480
ADEEST TOOL ..ttt ettt ettt et b ettt s a e bbbt e e ene 480
Index Key ENtry LIMt.....ccooiiiieiieeieieeeie ettt ettt et e et eae e enne s e e sneeneennean 480
EMDbedded Profiler........co.ooiiiiiiiiiieecetete ettt ettt s 481
Oracle Berkeley DB Java Edition UtIIItIES......c.ceceeerererininenincicieieieieteceesie st 481
Troubleshooting Resources for Java ApPliCations..........cccceereririnineniinienieieeereeeeee et 482
Java TroubleShOOting TOOLS........ccueoiriiiririririeeerere ettt et 482
Java Diagnostic INfOrmation..........cceueriririniniiieieieieete ettt e 484
Troubleshooting Resources in the Operating SyStemML.........cccecevireririnenenenieieeeeeeeceeeese e 484
Common Problems and Potential SOIULIONS........c.ccceeiririririnininienencteeeeeeeeeeeeteee e 487

Chapter 26: Command-Line ToolS.........ccuiieevvuriinsvnricnsvnnnccssnreccscnencsssnsncenenss 301



PingDirectory | Contents | 21

USING the HEIP OPtION.....eciieeiiiieieeiieieeiteie st ete sttt et e ttesteeete st e esaesseessesseessesseessesseessesseessesssessesssesenseessenns 502
Available Command-Line ULHIEIES. ......cc.eouerieiiiiiiiiiiirieeeses ettt ettt st b e st 502
Managing the toOlS.proPerties File........cocviiiiiiirieiiieieriieiesteee ettt ste e saeesaessaessesssesseensenseas 505
Creating a Tools Properties File........ccoiiviiiiirieriieieiieiesiteie sttt esaeseeeneas 505
TOOI-SPECITIC PTOPEITICS. ... eeivieiieiieiieitieieetteteett ettt et et eb et eae e e bessaesbeesbeseessesseessesseessesseensenseensenens 506
Specifying Default Properties FIles..........ceiirieriieienieiesieiese ettt ssaesaesseennes 506
Evaluation Order SUMMATY.........cccccuiiieriiiiierieiiesiestesieetesteesesteessesseessesseessesssessesssessesssessesssessesssessenns 506
Evaluation Order EXAMPIE.........cccveriieiinieiieieieeeeie ettt sie et steessesteessesteesessaessessaessesssessesssessesssens 507

RUNNING Task-DaSEd ULIIIEIES. .....ecveriiiieriieiesiieiesieeieste ettt ettt et e saeseaesteesaesseesaesseessesseenseesaensenseensenssensenses 507



Chapter

1

Overview of the Server

Topics: The PingDirectory Server is a high performance, extensible directory and
PingData Platform, written completely in Java™. The Directory Server

« Server Features centralizes consumer and user identity management information, subscriber

e Administration Framework data management, application configurations, and user credentials into

e« Server Tools Location a network, enterprise, or virtualized database environment. It provides

seamless data management over a distributed system based on a standardized
solution that meets the constant performance demands for today's markets.
The Directory Server simplifies administration, reduces costs, and secures
information in systems that scale for very large numbers of users.

This chapter provides an overview of the Directory Server's features and
components.
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Server Features

The PingDirectory Server is a powerful, 100% Java, production-proven PingData Platform solution for mission-
critical and large-scale applications. The Directory Server provides an extensive feature-rich set of tools that can meet
the production needs of your system.

* Full LDAP Version 3 Implementation. The Directory Server fully supports the Lightweight Directory Access
Protocol version 3 (LDAP v3), which supports the Request For Comments (RFCs) specified in the protocol. The
Directory Server provides a feature-rich solution that supports the core LDAPv3 protocol in addition to server-
specific controls and extended operations.

* High Availability. The Directory Server supports N-way multi-master replication that eliminates single points
of failure and ensures high availability for a networked topology. The Directory Server allows data to be stored
across multiple machines and disk partitions for fast replication. The Directory Server also supports replication in
entry-balancing proxy server deployments.

* Administration Tools. The Directory Server provides a full set of command-line tools, an Administrative
Console, and a Java-based setup tool to configure, monitor, and manage any part of the server. The Directory
Server has a task-based subsystem that provides automated scheduling of basic functions, such as backups,
restores, imports, exports, restarts, and shutdowns. The set of utilities also includes a troubleshooting support tool
that aggregates system metrics into a zip file, which administrators can send to your authorized support provider
for analysis.

* Self-Service Account Manager Application. The Self Service Account Manager project, hosted at https://
github.com/pingidentity/ssam, is a customizable web application allowing users to perform their own account
registration, profile updates, and password changes. The project is for testing and development purposes, and is
not a supported application.

* Delegated Admin Application. A Javascript-based web application can be installed for business users to manage
identities stored in the Directory Server. The application provides delegated administration of identities for
help desk or customer service representatives (CSR) initiating a password reset and unlock; an employee in HR
updating an address stored within another employee profile; or an application administrator updating identity
attributes or group membership to allow application SSO access.

* Security Mechanisms. The Directory Server provides extensive security mechanisms to protect data and
prevent unauthorized access. Access control list (ACL) instructions are available down to the attribute value
level and can be stored within each entry. The Directory Server allows connections over Secure Sockets Layer
(SSL) through an encrypted communication tunnel. Clients can also use the StartTLS extended operation over
standard, non-encrypted ports. Other security features include a privilege subsystem for fine-grained granting
of rights, a password policy subsystem that allows configurable password validators and storage schemes, and
SASL authentication mechanisms to secure data integrity, such as PLAIN, ANONYMOUS, EXTERNAL,
CRAM-MDS5, Digest-MD5, and GSSAPI. The Directory Server also supports various providers and mappers for
certificate-based authentication in addition to the ability to encrypt specific entries or sensitive attributes. See the
PingDirectory Server Security Guide for details.

* Monitoring and Notifications. The Directory Server supports monitoring entries using the PingDataMetrics
Server, JConsole, Simple Network Management Protocol (SNMP), or using the Administrative Console.
Administrators can track the response times for LDAP operations using a monitoring histogram as well as
record performance statistics down to sub-second granularity. The Directory Server also supports configurable
notifications, auditing, and logging subsystems with filtered logging capabilities.

* Powerful LDAP SDK. The Directory Server is based on a feature-rich LDAP SDK for Java, designed by Ping
Identity. The Ping" LDAP SDK is a Java API standard that overcomes the many limitations of the Java Naming
and Directory Interface (JNDI) model. For example, JNDI does not address the use of LDAP controls and
extended operations. The LDAP SDK for Java provides support for controls and extended operations to leverage
the Ping Identity’s extensible architecture for their applications.

For more information on the LDAP SDK for Java, to go http://www.LDAP.com.

* SCIM Extension. The Directory Server provides a System for Cross-domain Identity Management (SCIM)
servlet extension to facilitate moving users to, from, and between cloud-based Software-as-a-Service (SaaS)
applications in a secure and fast manner.
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» Server SDK. Ping Identity also provides the Server SDK, which is a library of Java packages, classes, and
build tools to help in-house or third-party developers create client extensions for the PingDirectory Server,
PingDirectoryProxy Server, and Data Sync Server. The servers were designed with a highly extensible and
scalable architecture with multiple plug-in points for your customization needs. The Server SDK provides APIs to
alter the behavior of each server's components without affecting its code base.

Administration Framework

The Directory Server provides an administration and configuration framework capable of managing stand-

alone servers, server groups, and highly-available deployments that include multiple redundant server instances.
Administrators can configure changes locally or remotely on a single server or on all servers in a server group. Each
server configuration is stored as a flat file (LDIF) that can be accessed under the cn=config branch of the Directory
Information Tree (DIT). Administrators can tune the configuration and perform maintenance functions over LDAP
using a suite of command-line tools, or an Administrative Console (for configuration and monitoring). The Directory
Server also provides plug-ins to extend the functionality of its components.

Server Tools Location

Ping Identity distributes the Directory Server, Administrative Console, and LDAP SDK for Java in zip format. After
unzipping the file, you can access the setup utility in the server root directory, located at PingDirectory. The
Directory Server stores a full set of command-line tools for maintaining your system in the PingDirectory/
bin directory for UNIX® or Linux® machines and the PingDirectory\bat directory for Microsoft® Windows"”
machines.

Prior to installing the directory server, read Chapter 2 Preparing Your Environment, which presents important
information on setting up your machines. Chapter 3 Installing the Directory Server presents procedures to install

a server instance using the setup utility. This utility can be run in one of the two available installation modes:
interactive command-line, and non-interactive command-line. Chapter 4 Configuring the Directory Server provides
procedures to modify the configuration of a server instance or a group of servers using the command-line tools and
the Administrative Console.
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Preparing Your Environment

Topics: The PingDirectory Server offers a highly portable and scalable architecture
that runs on multiple platforms and operating systems. The Directory Server
+ Before You Begin is specifically optimized for those operating systems used in environments
e Preparing the Operating System | that process a very large number of entries.
(me_() This chapter presents some procedures to set up your server machines for
* Running as a Non-Root User optimal processing efficiency.
(Linux)




Before You Begin

PingDirectory | Preparing Your Environment | 28

The Directory Server requires certain software packages for the proper operation of the server. For optimized
performance, the PingDirectory Server requires Java for 64-bit architectures. To view the minimum required Java
version, access your Customer Support Center portal or contact your authorized support provider for the latest

software versions supported.

It is also highly recommended that a Network Time Protocol (NTP) system be in place so that multi-server
environments are synchronized and timestamps are accurate.

Supported Platforms

The following platforms and versions are supported for this release.

Operating systems

Virtualization platforms

Java versions

RedHat 6.6
RedHat 6.8
RedHat 6.9
RedHat 7.4
RedHat 7.5
CentOS 6.8
CentOS 6.9
CentOS 7.4
CentOS 7.5

SUSE Enterprise 11 SP4
SUSE Enterprise 12 SP3
Ubuntu 16.04 LTS
Ubuntu 18.04 LTS
Amazon Linux

Windows Server 2012 R2
Windows Server 2016

VMWare vSphere & ESX 6.0
KVM
Amazon EC2

Microsoft Azure (Supported by
Professional Services)

*  OpenJDK 8.x 64-bit

*  OpenJDK 11.x 64-bit

* Oracle JDK 8.x 64-bit
* Oracle JDK 11.x 64-bit

Installing Java

For optimized performance, the PingDirectory Server requires Java for 64-bit architectures. You can view the
minimum required Java version on your Customer Support Center portal or contact your authorized support provider

for the latest software versions supported.

Even if your system already has Java installed, you may want to create a separate Java installation for use by the
PingDirectory Server to ensure that updates to the system-wide Java installation do not inadvertently impact the
Directory Server. This setup requires that the JDK, rather than the JRE, for the 64-bit version, be downloaded.

To Install Java (Oracle/Sun)

1.
2.
3.

Open a browser and navigate to the Oracle download site.

Download the latest version Java JDK. Click the JDK Download button corresponding to the latest Java update.

On the Java JDK page, click the Accept Licence Agreement button, then download the version based on your

operating system.

Preparing the Operating System (Linux)

The PingDirectory Server has been extensively tested on multiple operating systems. We have found that several
operating system optimizations lead to improved performance. These optimizations include increasing the file



PingDirectory | Preparing Your Environment | 29

descriptor limit on Linux systems, setting filesystem flushes, editing OS-level environment variables, downloading
some useful monitoring tools for Redhat Linux systems, and configuring for Huge Page support.

Configuring the File Descriptor Limits

The PingDirectory Server allows for an unlimited number of connections by default, but is restricted by the file
descriptor limit on the operating system. If needed, increase the file descriptor limit on the operating system.

If the operating system relies on systemd, refer to the Linux operating system documentation for instructions on
setting the file descriptor limit.

To Set the File Descriptor Limit (Linux)

The Directory Server allows for an unlimited number of connections by default but is restricted by the file descriptor
limit on the operating system. Many Linux distributions have a default file descriptor limit of 1024 per process, which
may be too low for the server if it needs to handle a large number of concurrent connections.

Once the operating system limit is set, the number of file descriptors that the server will use can be configured

by either using a NUM_FILE DESCRIPTORS environment variable, or by creating a config/num-file-
descriptors file with a single line such as, NUM FILE DESCRIPTORS=12345. If these are not set, the default
of 65535 is used. This is strictly optional if wanting to ensure that the server shuts down safely prior to reaching the
file descriptor limit.

1. Display the current hard limit of your system. The hard limit is the maximum server limit that can be set without
tuning the kernel parameters in the proc filesystem.

ulimit -aH
2. Editthe /etc/sysctl.conf file. If there is a line that sets the value of the £s. file-max property, make

sure its value is set to at least 65535. If there is no line that sets a value for this property, add the following to the
end of the file:

fs.file-max = 65535

3. Editthe /etc/security/limits.conf file. If the file has lines that sets the soft and hard limits for the
number of file descriptors, make sure the values are set to 65535. If the lines are not present, add the following
lines to the end of the file (before “#End of file”). Also note that you should insert a tab, rather than spaces,
between the columns.

* soft nofile 65535
* hard nofile 65535

4. Reboot your system, and then use the ulimit command to verify that the file descriptor limit is set to 65535.

# ulimit -n

= Note: For RedHat 7 or later, modify the 20-nproc. conf file to set both the open files and max user
processes limits:

/etc/security/limits.d/20-nproc.conf

Add or edit the following lines if they do not already exist:

i soft nproc 65536
u soft nofile 65536
o hard nproc 65536
© hard nofile 65536
root soft nproc unlimited

File System Tuning

Newer ext4 systems use delayed allocation to improve performance. This delays block allocation until it writes data
to disk. Delayed allocation improves performance and reduces fragmentation by using the actual file size to improve
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block allocation. This feature may cause a risk of data loss in cases where a system loses power before all of the data
has been written to disk. This may occur if a program is replacing the contents of a file without forcing a write to the
disk with £sync. Make sure the default auto_da_alloc option is enabled on ext4 filesystems.

Administrators can tune ext3 and ext4 filesystems by setting the filesystem flushes and noatime to improve server
performance. The following changes can be made in the /etc/fstab file.

To Set the Filesystem Flushes

With the out-of-the-box settings on Linux systems running the ext3 filesystem, the data is only flushed to disk every
five seconds. If the Directory Server is running on a Linux system using the ext 3 filesystem, consider editing the
mount options for that filesystem to include the following:

commit=1
This variable changes the flush frequency from five seconds to one second.

You should also set the flush frequency to the /etc/fstab file. Doing the change via the mount command alone
will not survive across reboots.

To Set noatime on ext3 and ext 4 Systems

If you are using an ext 3 or ext4 filesystem, it is recommended that you set noat ime, which turns off any atime
updates during read accesses to improve performance. You should also set the flush frequency to the /etc/fstab
file. Doing the change via the mount command alone will not survive across reboots.

* Run the following command on an ext3 system.

# mount -t ext3 -o noatime /dev/fsl
* Run the following command on an ext34 system.

# mount -t ext4 -o noatime /dev/fsl

To Set noatime on ext3 and ext 4 Systems

If you are using an ext 3 or ext4 filesystem, it is recommended that you set noat ime, which turns off any atime
updates during read accesses to improve performance. You should also set the flush frequency to the /etc/fstab
file. Doing the change via the mount command alone will not survive across reboots.

* Run the following command on an ext3 system.

# mount -t ext3 -o noatime /dev/fsl
* Run the following command on an ext34 system.

# mount -t extd4 -o noatime /dev/fsl

Setting the Maximum User Processes

On some Linux distributions (Redhat Enterprise Linux Server/CentOS 6.0 or later), the default maximum number

of user processes is set to 1024, which is considerably lower than the same parameter on older distributions (e.g.,
RHEL/CentOS 5.x). The default value of 1024 leads to some JVM memory errors when running multiple servers on a
machine due to each Linux thread being counted as a user process.

At startup, the Directory Server and its tools automatically attempt to raise the maximum user processes limit to
16,383 if the value reported by ulimit is less than that. If, for any reason, the server is unable to automatically set
the maximum processes limit to 16,383, an error message will be displayed. It is recommended that the limit be set
explicitly in /etc/security/limit.conf. For example:

* soft nproc 65535
* hard nproc 65535



PingDirectory | Preparing Your Environment | 31

The (*) can be replaced with the name of the user under which the software will run. These settings can also be
manually configured by setting the NUM_USER PROCESSES environment variable to 16383 or by setting the same
variable in a file named config/num-user-processes.

About Editing OS-Level Environment Variables

Certain environment variables can impact the Directory Server in unexpected ways. This is particularly true for
environment variables that are used by the underlying operating system to control how it uses non-default libraries.

For this reason, the Directory Server explicitly overrides the values of key environment variables like PATH,
LD LIBRARY PATH, and LD PRELOAD to ensure that something set in the environments that are used to start the
server does not inadvertently impact its behavior.

If there is a legitimate need to edit any of these environment variables, the values of those variables should be set by
manually editing the set _environment vars function ofthe 1ib/ script-util.sh script. You will need
to stop (bin/stop-server) and re-start (bin/start-server) the server for the change to take effect.

Install sysstat and pstack (Red Hat)

For Red Hat® Linux systems, you should install a couple of packages, sysstat and pstack, that are disabled

by default, but are useful for troubleshooting purposes in the event that a problem occurs. The troubleshooting tool
collect-support-data uses the iostat, mpstat, and pstack utilities to collect monitoring, performance
statistics, and stack trace information on the server’s processes. For Red Hat systems, make sure that these packages
are installed, for example:

$ sudo yum install sysstat gdb dstat -y

Install dstat (SUSE Linux)

The dstat utility is used by the collect-support-data tool and can be obtained from the OpenSuSE project
website. The following example shows how to install the dstat utility on SuSE Enterprise Linux 11 SP2:

1. Login as Root.
2. Add the appropriate repository using the zypper tool.
3. Install the dstat utility.

$ zypper install dstat

Disable Filesystem Swapping

It is recommended that any performance tuning services like tuned be disabled. As root, change the current value
in the operating system and by adding a line vin. swappiness = 0to /etc/sysctl.conf to ensure that the
correct setting is applied when the system restarts.

If performance tuning is required, vin. swappiness can be set by cloning the existing performance profile then
adding vm. swappiness = 0 to the new profile's tuned. conf file. This file is located at /usr/1ib/tuned/
profile-name/tuned.conf. The updated profile is then selected by running tuned-adm profile
customized profile.

Omit vm.overcommit_memory

Administrators should be aware that an improperly configured value for the vin. overcommit memory property in
the /etc/sysctl.conf file can cause the setup or start-server tool to fail.

For Linux systems, the vim. overcommit memory property sets the kernel policy for memory allocations. The
default value of 0 indicates that the kernel determines the amount of free memory to grant a malloc call from an
application. If the property is set to a value other than zero, it could lead the operating system to grab too much
memory, depriving memory for the setup or start-server tool.

We recommend omitting the property in the /etc/sysctl.conf file to ensure that enough memory is available
for these tools.
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Managing System Entropy

Entropy is used to calculate random data that is used by the system in cryptographic operations. Some environments

with low entropy may have intermittent performance issues with SSL-based communication. This is more typical on
virtual machines, but can occur in physical instances as well. Monitor the kernel.random.entropy availin
sysctl value for best results.

If necessary, update $JAVA HOME/jre/lib/security/java.securitytouse file:/dev/./urandom
for the securerandom. source property.

Set Filesystem Event Monitoring (inotify)
An event monitoring tool such as inotify can be configured for notifying processes about filesystem events (including
file creation, deletion, and updates). The Linux system puts a limit on the number of inotify watches a user can
receive. To increase the limit, edit etc/sysctl.conf to add a line:
fs.inotify.max user watches = 524288

Run the command:

$ sudo sysctl -w fs.inotify.max user watches=524288

Tune 10 Scheduler
Using the correct IO scheduler can increase performance and reduce the possibility of database timeouts when the
system is under extreme write load. For file systems running on an SSD, or in a virtualized environment, the noop
scheduler is recommended. For all other systems, the deadline scheduler is recommended. To determine which
scheduler is configured on your system, run this command:
$ cat /sys/block/<block-device>/queue/scheduler
For example:
$ cat /sys/block/sda/queue/scheduler
Changing the scheduler on a running system can be done with the following command:
$ echo 'deadline' > /sys/block/sda/queue/scheduler
The change will take effect after the system is restarted. The procedure for configuring a scheduler to use at startup

depends on the version of Linux. See the Linux documentation for your specific version for the correct way to
configure this setting.

Running as a Non-Root User (Linux)

To run as a non-root user but still allow connections on a privileged port, two options are available:

* Use a Load-Balancer or Directory Proxy Server. In many environments, the server can be run on a non-
privileged port but can be hidden by a hardware load-balancer or LDAP Directory Proxy Server.

* Usenetfilter. The netfilter mechanism, exposed through the iptables command, can be used to
automatically redirect any requests from a privileged port to the unprivileged port on which the server is listening.

Enabling the Server to Listen on Privileged Ports (Linux)

Linux systems have a mechanism called capabilities that is used to grant specific commands the ability to do things
that are normally only allowed for a root account. It may be convenient to enable the server to listen on privileged
ports while running as a non-root user.



PingDirectory | Preparing Your Environment | 33

The setcap command is used to assign capabilities to an application. The cap _net bind service capability
enables a service to bind a socket to privileged ports (port numbers less than 1024). If Java is installed in /ds/
java (and the Java command to run the server is /ds/java/bin/java), the Java binary can be granted the
cap net bind service capability with the following command:

$ sudo setcap cap _net bind service=t+eip /ds/java/bin/java

The java binary needs an additional shared library (1ibj11i. so) as part of the Java installation. More strict
limitations are imposed on where the operating system will look for shared libraries to load for commands that have
capabilities assigned. So it is also necessary to tell the operating system where to look for this library. This can be
done by creating the file /etc/1d.so.conf.d/1ibjli.conf with the path to the directory that contains the
1libjli.so file. For example, if the Java installation is in /ds/java, the contents of that file should be:

/ds/java/lib/amd64/j1li

Run the following command for the change to take effect:

$ sudo ldconfig -v
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Installing the Server

Topics:

Getting the Installation
Packages

About the Layout of the
Directory Server Folders

About the Server Installation
Modes

Before You Begin
PingDirectory Server License
Keys

Setting Up the Directory Server
in Interactive Mode

Installing the Directory Server in
Non-Interactive Mode

Installing a Lightweight Server
Running the Status Tool

Where To Go From Here
Working with Multiple Backends
Importing Data

Running the Server

Stopping the Directory Server
Run the Server as a Microsoft
Windows Service

Uninstalling the Server

After you have prepared your hardware and software system based on the
instructions in Chapter 2, you can begin the setup process using of the
PingDirectory Server's easy-to-use installation modes.

This chapter presents the various installation options and procedures available
to the administrator.
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Getting the Installation Packages

To begin the installation process, obtain the latest ZIP release bundle from Ping Identity and unpack it in a folder of
your choice. The release bundle contains the Directory Server code, tools, and package documentation.

To Unpack the Build Distribution

1. Download the latest zip distribution of the Directory Server software.

2. Unzip the compressed zip archive file in a directory of your choice.

$ unzip PingDirectory-<version>.zip

You can now set up the Directory Server.

About the RPM Package

PingDirectory Server supports the PingDirectory Server release bundle in an RPM Package Manager (RPM) package
for customers who require it. By default, the RPM unpacks the code at /opt/ping-identity/ds/PingDirectory, after
which you can run the setup command to install the server at that location.

If the RPM install fails for any reason, you can perform an RPM erase if the RPM database entry was created and
manually remove the target RPM install directory (e.g., “/opt/ping-identity/ds/PingDirectory” by default). You can
install the package again once the system is ready.

To Install the RPM Package

1. Download the latest RPM distribution of the Directory Server software.

2. Unpack the build using the rpm command with the --install option. By default, the build is unpacked to /opt/
ping-identity/ds/PingDirectory. If you want to place the build at another location, use the —-
prefix option and specify the file path of your choice.

$ rpm --install PingDirectory-<version>.rpm

3. From /opt/ping-identity/ds/PingDirectory/PingDirectory, run the setup command to install the server on the

machine.

About the Layout of the Directory Server Folders

Once you have unzipped the Directory Server distribution file, you will see the following folders and command-line
utilities, shown in the table below.

Table 1: Layout of the Directory Server Folders

Directories/Files/Tools

Description

License.txt
README
bak

bat

bin

classes

collector

Licensing agreement for the Directory Server.

README file that describes the steps to set up and start the Directory Server.
Stores the physical backup files used with the backup command-line tool.
Stores Windows-based command-line tools for the Directory Server.

Stores UNIX/Linux-based command-line tools for the Directory Server.
Stores any external classes for server extensions.

Used by the server to make monitored statistics available to the PingDataMetrics
Server.
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Directories/Files/Tools

Description

config

db

docs
import-tmp
1dif
legal-notices
lib

locks

logs

metrics

resource

revert-update
revert-update.bat
setup

setup.bat
scim-data-tmp
uninstall
uninstall.bat
update
update.bat
Velocity

Stores the configuration files for the backends (admin, config) as well as the
directories for messages, schema, tools, and updates.

Stores the Oracle Berkeley Java Edition database files for the Directory Server.
Provides the product documentation.

Stores temporary imported items.

Stores any LDIF files that you may have created or imported.

Stores any legal notices for dependent software used with the Directory Server.
Stores any scripts, jar, and library files needed for the server and its extensions.
Stores any lock files in the backends.

Stores log files for the Directory Server.

Stores the metrics that can be gathered for this server and surfaced in the
PingDataMetrics Server.

Stores the MIB files for SNMP and can include 1dif files, make-1dif templates, schema
files, dsconfig batch files, and other items for configuring or managing the server.

The revert-update tool for UNIX/Linux systems.

The revert-update tool for Windows systems.

The setup tool for UNIX/Linux systems.

The setup tool for Windows systems.

Used to create temporary files containing SCIM request data.
The uninstall tool for UNIX/Linux systems.

The uninstall tool for Windows systems.

The update tool for UNIX/Linux systems.

The update tool for Windows systems.

Stores any customized Velocity templates and other artifacts (CSS, Javascript,
images), or Velocity applications hosted by the server.

About the Server Installation Modes

One of the strengths of the PingDirectory Server is the ease with which you can install a server instance using the
setup tool. The setup tool allows you to quickly install and configure a stand-alone Directory Server instance.

To install a server instance, run the setup tool in one of the following modes: interactive command-line, or non-
interactive command-line mode.

* Interactive Command-Line Mode. Interactive command-line mode prompts for information during the
installation process. To run the installation in this mode, use the setup --cli command.

* Non-Interactive Command-Line Mode. Non-interactive command-line mode is designed for setup scripts to
automate installations or for command-line usage. To run the installation in this mode, setup must be run with
the --no-prompt option as well as the other arguments required to define the appropriate initial configuration.

All installation and configuration steps should be performed while logged on to the system as the user or role under
which the Directory Server will run.
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Before You Begin

After you have unzipped the Directory Server ZIP file, you may want to carry out the following functions depending
on your deployment requirements:

Custom Schema Elements. If your deployment uses custom schema elements in a custom schema file (for
example, 98-schema . 1dif), you may do one of the following:

* Copy your custom schema file to the config/schema directory before running setup.

» Copy your custom schema file to the config/schema directory after setup and re-start the server. If
replication is enabled, the restart will result in the schema replicating to other servers in the replication
topology.

» Use the Schema Editor after setup. If replication is enabled, schema definitions added through the Schema
Editor will replicate to all servers in the replication topology without the need for a server restart.

Certificates. If you are setting up a new machine instance, copy your keystore and truststore files to the

<server-root>/config directory prior to running setup. The keystore and truststore passwords can be

placed, in clear text, in corresponding keystore.pinand truststore.pin filesin <server-root>/
config.

Encryption Passphrase. Encryption for directory data, backups, LDIF exports, and log files can be enabled

during setup by providing or generating an encryption key with a passphrase.

Locations. Location names are used to define a grouping of PingDirectory Server products based on physical

proximity. For example, a location is most often associated with a single datacenter location. During the

installation, assign a location to each server for optimal inter-server behavior. The location assigned to a server
within Global Configuration can be referenced by components within the server as well as processes external to
the server to satisfy "local" versus "remote" decisions used in replication, load balancing, and failover.

Validate ACIs. Many directory servers allow for less restrictive application of its access control instructions

(AClIs), so that they accept invalid ACIs. For example, if a Sun/Oracle server encounters an access control rule

that it cannot parse, then it will simply ignore it without any warning, and the server may not offer the intended

access protection. Rather than unexpectedly exposing sensitive data, the PingDirectory Server rejects any ACls
that it cannot interpret, which ensures data access is properly limited as intended, but it can cause problems when
migrating data with existing access control rules to a PingDirectory Server. If you are migrating from a Sun/

Oracle deployment to a PingDirectory Server, the PingDirectory Server provides a validate-acis tool in

the bin directory (UNIX or Linux systems) or bat directory (Windows systems) that identifies any ACI syntax

problems before migrating data. For more information, see Validating ACIs Before Migrating Data.

Important:

Each Server Deployment Requires an Execution of Setup - Duplicating a Server-root is not Supported.
The installation of the server does not write or require any data outside of the server-root directory. After
executing setup, copying the server-root to another location or system, in order to duplicate the installation,
is not a supported method of deployment. The server-root can be moved to another host or disk location if a
host or file system change is needed.

PingDirectory Server License Keys

License keys are required to install all PingDirectory Server products. Obtain licenses through Salesforce or from
https://www.pingidentity.com/en/account/request-license-key.html.

A license is always required for setting up a new single server instance and can be used site-wide for all servers in
an environment. When cloning a server instance with a valid license, no new license is needed.

A new license must be obtained when updating a server to a new major version, for example from 6.2 to 7.0.
Licenses with no expiration date are valid until the server is upgraded to the next major version. A prompt for a
new license is displayed during the update process.

A license may expire on particular date. If a license does expire, obtain a new license and install it using
dsconfig or the Administrative Console. The server will provide a notification as the expiration date
approaches. License details are available using the server's status tool.
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When installing the server, specify the license key file in one of the following ways:

Copy the license key file to the server root directory before running setup. The interactive setup tool will
discover the file and not require input. If the file is not in the server root, the setup tool will prompt for its
location.

If the license key is not in the server root directory, specify the ——11icenseKeyFile option for non-interactive
setup, and the path to the file.

Setting Up the Directory Server in Interactive Mode

The setup tool also provides an interactive text-based command-line interface to set up a Directory Server instance.

To Install the Directory Server in Interactive Mode

1.

AN

Unzip the distribution ZIP file, review Before You Begin, and then go to the server root directory. Use the setup
utility with the --cli option to install the server in interactive mode.

$ ./setup

If the JAVA _HOME environment variable is set to an older version of Java, explicitly specify the path to the Java
JDK installation during the setup process. Either set the JAVA HOME environment variable with the Java JDK
path or execute the setup command in a modified Java environment using the env command.

$ env JAVA HOME=/ds/java ./setup

Read the Ping Identity End-User License Agreement, and type yes to continue.

Enter the fully qualified host name or IP address of the local host, or press Enter to accept the default.
Enter the root user DN, or press Enter to accept the default (cn=Directory Manager).

Enter and confirm the root user password.

Press Enter to enable the Ping Identity services (Configuration, Consent, Delegated Admin, Documentation, and
Directory REST API) and Administrative Console over HTTPS. After setup, individual services and applications
can be enabled or disabled by configuring the HTTPS Connection Handler.

Enter the port on which the Directory Server will accept connections from HTTPS clients, or press Enter to
accept the default.

Enter the port on which the Directory Server will accept connections from LDAP clients, or press Enter to accept
the default.

The next two options enable using LDAPS or StartTLS. Type no to use a standard LDAP connection, or accept
the default (yes) to enable both. Enabling LDAPS configures the LDAPS Connection Handler to allow SSL over
its client connections. Enabling StartTLS configures the LDAP Connection Handler to allow StartTLS.

10. Select the certificate option for this server:

* Generate a self-signed certificate for testing purposes only.

» To use an existing certificate using a Java Keystore, enter the keystore path and keystore PIN.

» To use an existing certificate using use a PKCS#12 keystore, enter the keystore path and the keystore PIN.
* To use the PKCS#11 token, enter only the keystore PIN.

11. Choose the desired encryption for the directory data, backups, and log files from the choices provided:

* Encrypt data with a key generated from an interactively provided passphrase. Using a passphrase (obtained
interactively or read from a file) is the recommended approach for new deployments, and you should use the
same encryption passphrase when setting up each server in the topology.

* Encrypt data with a key generated from a passphrase read from a file.

* Encrypt data with a randomly generated key. This option is primarily intended for testing purposes, especially
when only testing with a single instance, or if you intend to import the resulting encryption settings definition
into other instances in the topology.
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* Encrypt data with an imported encryption settings definition. This option is recommended if you are adding a
new instance to an existing topology that has older server instances with data encryption enabled.

* Do not encrypt server data.

12. Type the base DN for the data, or accept the default base DN of dc=example, dc=com.

13. Choose an option to generate and import sample data. Type the desired number of entries, or press Enter to
accept the default number (10000). This option is used for quick evaluation of the Directory Server.
See Initializing Data onto the Server if you want to use other options to initialize the server.

14. Choose the option to tune the amount of memory that will be consumed by the Directory Server and its tools.

15. Press Enter to prime or preload the database cache at startup prior to accepting client connections.
Priming the cache can increase the startup time for the Directory Server but provides optimum performance once
startup has completed. This option is best used for strict throughput or response time performance requirements, or
if other replicas in a replication topology can accept traffic while this Directory Server instance is starting. Priming

the cache also helps determine the recommended JVM option, CMSInitiatingOccupancyFraction, when a Java
garbage collection pause occurs. See JVM Garbage Collection Using CMS.

16. Enter a location name for this server.
17. Enter a unique instance name for this server. Once set, the name cannot be changed.

18. Press Enter to accept the default (yes) to start the Directory Server after the configuration has completed. To
configure additional settings or import data, type no to keep the server in shutdown mode.

19. Choose an option to continue server set up.

20. On the Setup Summary page, confirm the configuration. Press Enter to accept the default (set up with the
parameters given), enter the option to repeat the installation process, or enter the option to cancel the setup
completely.

Installing the Directory Server in Non-Interactive Mode

You can run the setup command in non-interactive mode to automate the installation process using a script or to
run the command directly from the command line. Non-interactive mode is useful when setting up production or QA
servers with specific configuration requirements.

The non-interactive command-line mode requires that all mandatory options be present for each command call. If
there are missing or incorrect arguments, the setup tool fails and aborts the process. You must also use a --no-
prompt option to suppress interactive output, except for errors, when running in non-interactive mode. Additionally,
you must also use the --acceptLicense option and specify the port using the --ldapPort or --IdapsPort option. If neither
option is specified, an error message is displayed. To view the license, run bin/review-license command.

To automatically tune the JVM to use maximum memory, use the --aggressiveJVMTuning and --maxHeapSize
{memory} options. To preload the database at startup, use the --primeDB option.

To configure a deployment using a truststore, see /nstalling the Directory Server in Non-Interactive Mode with a
Truststore.

To see a description of the available command-line options for the setup tool, use setup --help.

To Install the Directory Server in Non-Interactive Mode

The following procedure shows how to install a Directory Server in a production or QA environment with no security
enabled.

*  Unzip the distribution ZIP file, review “Before You Begin”, and then use setup with the --cli and --no-prompt
options for non-interactive mode from the <server-root> directory. The following command uses the default
root user DN (cn=Directory Manager) with the specified --rootUserPassword option. You must include the --
acceptLicense option or the setup will generate an error message.

$ ./setup --cli --no-prompt --rootUserPassword "password" \
--baseDN "dc=example,dc=com" --acceptlLicense --ldapPort 389
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To Install the Directory Server in Non-Interactive Mode with a Truststore

You can set up the Directory Server using an existing truststore for secure communication. This section assumes that
you have an existing keystore and truststore with trusted certificates.

Unzip the distribution ZIP file, review Before You Begin, and then, from the server root directory, use setup with
the --cli and --no-prompt options for non-interactive mode. The following example enables security using both
SSL and StartTLS. It also specifies a JKS keystore and truststore that define the server certificate and trusted CA.
The userRoot database contents will remain empty and the base DN entry will not be created.

$ ./setup --cli --no-prompt --rootUserPassword "password" \
--baseDN "dc=example,dc=com" --ldapPort 389 --enableStartTLS \
--ldapsPort 636 --useJavaKeystore config/keystore.jks \
--keyStorePasswordFile config/keystore.pin \
-—-certNickName server-cert --useJavaTrustStore config/truststore.jks \
—--acceptlicense

The password to the private key with the keystore is expected to be the same as the password to the keystore. If
this is not the case, the private key password can be defined with the Administrative Console or the dsconfig
tool by editing the Trust Manager Provider standard configuration object.

Installing a Lightweight Server

Users who want to demo or test a lightweight version of the Directory Server on a memory-restricted machine can do
so by removing all unused or unneeded configuration objects. All configuration entries, whether enabled or not, take
up some amount of memory to hold the definition and listeners that will be notified of changes to those objects.

The configuration framework will not allow you to remove objects that are referenced, and in some cases if you have
one configuration object referencing another but really do not need it, then you will first need to remove the reference
to it. If you try to remove a configuration object that is referenced, both dsconfig and the Administrative Console
should prevent you from removing it and will tell you what still references it.

Depending on your test configuration, some example configuration changes that can be made are as follows:

Reduce the number of worker threads. Each thread has a stack associated with it, and that consumes memory. If
you're running a bare-bones server, then you probably do not have enough load to require a lot of worker threads.

$ bin/dsconfig set-work-queue-prop \

--set num-worker-threads:8 \

--set num-administrative-session-worker-threads:4 \

--set max-work-queue-capacity:100
Reduce the percentage of JVM memory used for the JE database cache. When you have a memory-
constrained environment, you want to ensure that as much of the memory that is there is available for use during
processing and not tied up caching database contents.

$ bin/dsconfig set-backend-prop --backend-name userRoot --set db-cache-
percent:5

Disable the Dictionary Password Validator. The Dictionary Password Validator takes a lot of memory to

hold its dictionary. Disabling it will free up some memory. You can delete the other password validators if not
needed, such as Attribute Value, Character Set, Length-based, Repeated Characters, Similarity-based, or Unique
Characters Password Validator.

$ bin/dsconfig delete-password-validator --validator-name Dictionary
Remove non-essential schema files. Although not recommended for production deployments, some candidates
that you can remove are the following: 03-rfc2713.1dif, 03-rfc2714.1dif, 03-rfc2739.1dif,
03-rfc2926.1dif, 03-rfc2985.1dif, 03-rfc3712.1dif, 03-uddiv3.1dif.

There are other items that can be removed, depending on your desired configuration. Contact your authorized support
provider for assistance.
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The Directory Server provides a status tool that outputs the current state of the server as well as other information,
such as server version, JE Environment statistics, Operation Processing Times, Work Queue, and Administrative
Alerts. The status tool is located in the bin directory (UNIX, Linux) or the bat directory (Windows).

To Run the Status Tool

Run the status command on the command line. The following command displays the current Directory Server
status and limits the number of viewable alerts in the last 48 hours. It provides the current state of each connection
handler, data sources, JE environment statistics, processing times by operation type and current state of the work

queue.

$ bin/status —--bindDN “uid=admin, dc=example,dc=com” --bindPassword secret

-—-— Server Status --—-

Server Run S
Operational
Open Connect
Max Connecti

tatus:
Status:
ions:
ons:

Total Connections:

Started 28/Mar/2012:10:47:17.000 -0500
Available

13

13

50

-—-- Server Details ---

Host Name:

Administrative Users:

Installation
Server Versi
Java Version

Path:
on:

serverl.example.com
cn=Directory Manager
PingDirectory

PingDirectory Server 7.2.0.0
jdk=7u9

—-—— Connection Handlers ---
Protocol : State

Address:Port

Enabled
Disabled
Disabled

-—-— Data Sources —---

Base DN:
Backend ID:
Entries:
Replication:

Replication Backlog:

dc=example, dc=com
userRoot

2003

Enable

Age of Oldest Backlog Change: not available

--—- JE Environment ---

ID

replicationC
userRoot

hange
: 9

Cache Full : Cache : On-Disk : Alert
% : 328.8 kb : 30.4 kb : None
6.2mb : 1l46.0mb : None

-—— Operation Processing Time —---—

Total Ops

Avg Resp Time (ms)

Compare
Delete
Modify
Modify
DN
Search

2267266
5055833

.242
.616
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All
-—-— Work Queue —---
Recent : Average : Maximum
Queue Size : 4 : 0 : 10
% Busy : 26 : 5 : 100
—-—- Administrative Alerts ---
Severity : Time : Message
Info : 28/Mar/2012 10:47:17 -0500 : The Directory Server has started
successfully
Info : 28/Mar/2012 10:47:14 -0500 : The Directory Server is starting
Info : 28/Mar/2012 10:44:22 -0500 : The Directory Server has started
successfully
Info : 28/Mar/2012 10:44:18 -0500 : The Directory Server is starting
Shown are alerts of type [Info,Warning,Error,Fatal] from the past 48 hours
Use the
--maxAlerts and/or --severity options to filter this list
E Note: By default, the status command displays the alerts generated in the last 48 hours. You can limit

the number of alerts by using the --maxAlerts option.

Where To Go From Here

After you have set up your Directory Server instance, you can configure any specific server settings, import your user
database, or run initial performance tests to optimize your server’s throughput.

* Log into the Administrative Console. Become familiar with configuration options through the Administrative
Console interface. The URL is based on the hostname and HTTPS port specified during installation, such as
https://hostname.com:443/console.

* Apply Server Configurations. Apply your server configuration changes individually or using a dsconfig
batch file. The batch file defines the Directory Server configuration tool, dsconfig, commands necessary to
configure your server instance. For more information on using batch files, see Using dsconfig in Batch Mode.

If you are migrating from a Sun Java System 5.x, 6.x, 7.x directory server, you can use the bin/migrate-
sun-ds-config command to migrate your configuration settings to this newly installed server instance.

» Import Data. Import user data using the import-1dif tool. The import serves as an initial test of the schema
settings.

$ bin/import-1dif --backendID userRoot --1difFile ../user-data.ldif

+ Install and Configure the Delegated Admin Application. A Javascript-based web application can be installed
for business users to manage identities stored in the Directory Server. The application provides delegated
administration of identities for help desk or customer service representatives (CSR) initiating a password reset
and unlock; an employee in HR updating an address stored within another employee profile; or an application
administrator updating identity attributes or group membership to allow application SSO access.

* Run Performance Tests. The Directory Server provides two tools for functional performance testing using in-
house LDAP clients that accesses the server directly: searchrate (tests search performance) and modrate
(tests modification performance):

$ bin/searchrate --baseDN "dc=example,dc=com" --scope sub \
--filter " (uid=user.[0-1999])" --attribute givenName --attribute sn \
--attribute mail --numThreads 10

$ bin/modrate --entryDN "uid=user.[0-1999], ou=People,dc=example,dc=com" \

-—attribute description --valueLength 12 --numThreads 10
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Working with Multiple Backends

You can create multiple local database backends, each containing one or more different base DNs. There should be at
most one replicating domain on each local database backend. The replication domain should not span multiple local
database backends. The typical entry-balancing configuration involves two local database backends: one backend to
serve the global domain data that resides above the entry-balancing point and a backend that is defined with the entry-
balancing point as the base DN, such as ou=people, dc=example, dc=com.

With multiple local database backends configured, the data existing with each backend can be managed
independently. In addition, separate index settings are applied to each local database backend.

When creating multiple databse backends, consider the following:

* No two backends may have the same base DN.

» If any base DN for a given backend is subordinate to a base DN on another backend, then all base DNs on that
backend must be subordinate to the base DN of the other backend.

» The total of all db-cache-percent values should be no more than 65-70% in most cases and should never be
configured to exceed 100%.

Importing Data

After installation, the database, such as userRoot, will need to have data imported. For a server to be added to a
replicating set, the database will be imported as part of the dsreplication initialize operation, which is
performed after dsreplication enable. A server that will not be added to a replicating set, or the first server of
a future replicating set, should have data imported with the bin/import-1dif tool. See Chapter 8, Importing and
Exporting Data, for more infomation about the bin/import-1dif tool.

Generating Sample Data

The PingDirectory Server provides LDIF templates that can be used to generate sample entries to initialize your
server. You can generate the sample data with the make-1dif utility together with template files that come bundled
with the ZIP build, or you can use templates files that you create yourself. The templates create sequential entries that
are convenient for testing the PingDirectory Server with a range of dataset sizes. The Directory Server templates are
located in the config/MakeLDIF.

To randomize the data, the make—-1di f command has a --randomSeed option that can be used to seed the random
number generator. If this option is used with the same seed value, the template will always generate exactly the same
LDIF file.

The sample data templates generate a dataset with basic access control privileges that grants anonymous read access
to anyone, grants users the ability to modify their own accounts, and grants the Admin account full privileges. The
templates also include the uid=admin and ou=People entries necessary for a complete dataset. You can bypass the
make-1dif command entirely and use the --templateFile option with the import-1dif tool.

» Use the make-1dif command to generate sample data. The command generates 10,000 sample entries and
writes them to an output file, data.1dif. The random seed generator is set to 0.

$ bin/make-1dif --templateFile config/MakeLDIF/example-10k.template \
--1difFile /path/to/data.ldif --randomSeed 0

To Import Data on the Directory Server Using Offline Import

1. Create an LDIF file that contains entries, or locate an existing file.

The import-1dif tool requires an LDIF file, which conforms to standard LDIF syntax without change records.
This means the changeType attribute is not allowed in the input LDIF. For information on adding entries to the
Directory Server, see Managing Entries.

2. Stop the Directory Server.
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3. Use the offline import-1dif to import data from an LDIF file to the Directory Server. For assistance with the

list of options, run import-1dif --help.

In the following example, the data is imported from the data.1dif file to the userRoot backend. If any
entry is rejected due to a schema violation, then the entry and the reason for the rejection is written to the
rejects.1dif file. Skipped entries, written to skipped.1dif, occur if an entry cannot be placed under a
branch node in the DIT or if exclusion filtering is used (--excludeBranch, --excludeAttribute, or
-—excludeFilter). The --overwrite option instructs import-1dif to overwrite existing skipped and
rejected files. The —-overwriteExistingEntries option indicates that any existing data in the backend
should be overwritten. Finally, the -—stripTrailingSpaces option strips trailing spaces on attributes that
would otherwise result in a LDIF parsing error.

$ bin/import-1dif --backendID userRoot --1difFile /path/to/data.ldif --
rejectFile

rejects.ldif --skipFile skipped.ldif --overwrite --
overwriteExistingEntries --stripTrailingSpaces

4. Re-start the Directory Server.

Running the Server

To start the Directory Server, run the bin/start-server command on UNIX or Linux systems (an analogous command
is in the bat folder on Microsoft Windows systems). The bin/start-server command starts the Directory Server as a

background process when no options are specified. To run the Directory Server as a foreground process, use the bin/
start-server command with the --nodetach option.

To Start the Directory Server

Use bin/start-server to start the server.

$ bin/start-server

To Run the Server as a Foreground Process

1.

Enter bin/start-server with the --nodetach option to launch the Directory Server as a foreground process.

S bin/start-server --nodetach

You can stop the Directory Server by pressing CNTRL+C in the terminal window where the server is running or by
running the bin/stop-server command from another window.

To Start the Server at Boot Time

By default, the PingDirectory Server does not start automatically when the system is booted. Instead, you must
manually start it with the bin/start-server command. To configure the Directory Server to start automatically when the
system boots, use the create-systemd-script utility to create a script, or create the script manually.

1.

Create the service unit configuration file in a temporary location where "ds" is the user the PingDirectory will run
as.

$ bin/create-systemd-script \
--outputFile /tmp/ping-directory.service \
—-—userName ds

As aroot user, copy the ping-directory.service configuration file into the /etc/systemd/system
directory.

Reload systemd to read the new configuration file.

$ systemctl daemon-reload

To start the PingDirectory, use the start command.
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$ systemctl start ping-directory.service

5. To configure the PingDirectory to start automatically when the system boots, use the enable command.

$ systemctl enable ping-directory.service

6. Log out as root.
If on an RC system, this task is done by creating the startup script with bin/create-rc-script and moving
itto the /etc/init.d directory. Create symlinks to it from the /etc/rc3.d directory (staring with an “S”
to ensure that the server is started) and /etc/rc0.d directory (starting with a “K” to ensure that the server is
stopped).

Logging into the Administrative Console

After the server is installed, access the Administrative Console, https://hostname:HTTPport/console/
login, to verify the configuration and manage the server. To log into the Administrative Console, use the initial root
user DN specified during setup (by default cn=Directory Manager).

The dsconfig command or the Administrative Console can be used to create additional root DN users in
cn=Root DNs, cn=config. These new users require the fully qualified DN as the login name, such as cn=new-
admin, cn=Root DNs, cn=config. To use a simple user name (with out the cn= prefix) for logging into the
Administrative Console, the root DN user must have the alternate-bind-dn attribute configured with an
alternate name, such as "admin."

By default the link to the Administrative Console is https://hostname:HTTPport/console/login.

If the Administrative Console needs to run in an external container, such as Tomcat, a separate package (/server—
root/resource/admin-console. zip) can be installed according to that container's documentation.

Stopping the Directory Server

The Directory Server provides a simple shutdown script, bin/stop-server, to stop the server. You can run it manually
from the command line or within a script.

If the Directory Server has been configured to use a large amount of memory, then it can take several seconds for the
operating system to fully release the memory and make it available again. If you try to start the server too quickly
after shutting it down, then the server can fail because the system does not yet have enough free memory. On UNIX
systems, run the vmstat command and watch the values in the "free" column increase until all memory held by the
Directory Server is released back to the system.

You can also set a configuration option that specifies the maximum shutdown time a process may take.

To Stop the Server

» Use the bin/stop-server tool to shut down the server.

$ bin/stop-server

To Schedule a Server Shutdown

+ Usethebin/stop-server tool with the --stopTime YYYYMMDDhhmmss option to schedule a server
shutdown.
The Directory Server schedules the shutdown and sends a notification to the server.out log file. The
following example sets up a shutdown task that is scheduled to be processed on June 6, 2012 at 8:45 A.M.
CDT. The server uses the UTC time format if the provided timestamp includes a trailing “Z”, for example,
20120606134500Z. The command also uses the --stopReason option that writes the reason for the shut down to
the logs.

$ bin/stop-server --stopTime 20120606134500Z --port 1389 \



PingDirectory | Installing the Server | 47

--bindDN "uid=admin,dc=example,dc=com" --bindPassword secret \
—--stopReason "Scheduled offline maintenance"

To Restart the Server

Re-start the Directory Server using the bin/stop-server command with the ——~restart or -R option. Running the
command is equivalent to shutting down the server, exiting the JVM session, and then starting up again.

* Qo to the server root directory, and run the bin/stop-server command with the -R or --restart options.

$ bin/stop-server —--restart

Run the Server as a Microsoft Windows Service

The server can run as a Windows service on Windows Server 2012 R2 and Windows Server 2016. This enables log
out of a machine without the server being stopped.

To Register the Server as a Windows Service
Perform the following steps to register the server as a service:

1. Stop the server with bin/stop-server. A server cannot be registered while it is running.

2. Register the server as a service. From a Windows command prompt, run bat/register-windows—
service.bat.

3. After a server is registered, start the server from the Windows Services Control Panel or with the bat/start-
server.bat command.

Command-line arguments for the start-server.bat and stop-server.bat scripts are not supported
while the server is registered to run as a Windows service. Using a task to stop the server is also not supported.

To Run Multiple Service Instances

Only one instance of a particular service can run at one time. Services are distinguished by the wrapper.name
property in the <server-root>/config/wrapper-product.conf file. To run additional service instances,
change the wrapper . name property on each additional instance. Descriptions of the services can also be added or
changed in the wrapper-product. conf file.

To Deregister and Uninstall Services

While a server is registered as a service, it cannot run as a non-service process or be uninstalled. Use the bat/
deregister-windows-service.bat file to remove the service from the Windows registry. The server can
then be uninstalled with the uninstall.bat script.

Log Files for Services

The log files are stored in <server-root>/logs, and filenames start with windows-service-wrapper.
They are configured to rotate each time the wrapper starts or due to file size. Only the last three log files are retained.
These configurations can be changed in the <server-root>/config/wrapper.conf file.

Uninstalling the Server

The Directory Server provides an uninstall command-line utility for quick and easy removal of the code base.

To uninstall a server instance, run the setup tool in one of the following modes: interactive command-line, or non-
interactive command-line mode.
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Interactive Command-Line Mode. Interactive command-line mode is a text-based interface that prompts the
user for input. You can start the command using the bin/uninstall command with the --cli option. The utility
prompts you for input if more data is required.

Non-Interactive Command-Line Mode. Non-interactive mode suppresses progress information from being
written to standard output during processing, except for fatal errors. This mode is convenient for scripting and is
invoked using the bin/uninstall command with the --no-prompt option.

Note: For stand-alone installations with a single Directory Server instance, you can also manually remove
the Directory Server by stopping the server and recursively deleting the directory and subdirectories. For
example:

$ rm -rf /ds/PingDirectory

To Uninstall the Server in Interactive Mode

Interactive mode uses a text-based, command-line interface to help you remove your instance. If uninstall
cannot remove all of the Directory Server files, the uninstall tool generates a message with a list of the files and
directories that must be manually deleted. The uninstall command must be run as either the root user or the same
user (or role) that installed the Directory Server.

1.

From the server root directory, run the uninstall command.

$ ./uninstall --cli

Select the components to be removed. If you want to remove all components, press Enter to accept the default
(remove all). Enter the option to specify the specific components that you want to remove.

Do you want to remove all components or select the components to remove?

1) Remove all components
2) Select the components to be removed

dq) quit
Enter choice [1]:

For each type of server component, press Enter to remove them or type no to keep it.

Remove Server Libraries and Administrative Tools? (yes / no) [yes]:
Remove Database Contents? (yes / no) [yes]:

Remove Log Files? (yes / no) [yes]:

Remove Configuration and Schema Files? (yes / no) [yes]:

Remove Backup Files Contained in bak Directory? (yes / no) [yes]:

Remove LDIF Export Files Contained in 1dif Directory? (yes / no) [yes]:
If the Directory Server is part of a replication topology, type yes to provide your authentication credentials
(Global Administrator ID and password). If you are uninstalling a stand-alone server, continue to step 7.

Type the Global Administrator ID and password to remove the references to this server in other replicated servers.
Then, type or verify the host name or IP address for the server that you are uninstalling.

Next, select how you want to trust the server certificate if you have set up SSL or StartTLS. For this example,
press Enter to accept the default.

How do you want to trust the server certificate for the Directory Server
on server.example.com:3897?

1) Automatically trust
2) Use a trust store
3) Manually validate

Enter choice [3]:
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7. If your Directory Server is running, the server is shutdown before continuing the uninstall process. The uninstall
processes the removal requests and completes. View the logs for any remaining files. Manually remove any
remaining files or directories, if listed.

To Uninstall the Server in Non-Interactive Mode

The uninstall utility provides a non-interactive method to enter the command with the --no-prompt option.
Another useful argument is the --forceOnError option that continues the uninstall process when an error is

encountered. If an option is incorrectly entered or if a required option is omitted and the --forceOnError option is not
used, the command will fail and abort.

1. From the server root directory, run uninstall tool with the --remove-all option to remove all of the Directory
Server’s libraries. The --quiet option suppresses output information and is optional. The following command
assumes that the Directory Server is stand-alone and not part of a replication topology.

$ ./uninstall --cli --remove-all --no-prompt —--quiet --forceOnError
2. If any files or directories remain, manually remove them.

To Uninstall Selected Components in Non-Interactive Mode

From the server root directory, run uninstall with the --backup-files option to remove the Directory Server’s
backup files. Use the --help or -H option to view the other options available to remove specific components.

$ ./uninstall --cli --backup-files --no-prompt --quiet --forceOnError
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Upgrading the Server

Topics:

e Upgrade Overview and
Considerations
e Updating Servers in a Topology

e To Upgrade the Directory
Server

e To Upgrade the RPM Package
* Reverting an Update

Ping Identity issues software release builds periodically with new features,
enhancements, and fixes for improved server performance. Administrators
can use the Directory Server’s update utility to upgrade the current server
code version.

This chapter presents some update scenarios and their implications that you
should consider when upgrading your server code.
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Upgrade Overview and Considerations

The upgrade process involves downloading and unzipping a new version of the Directory Server ZIP file on the server
to be updated, and running the update utility with the -—serverRoot or —R option value from the new root
server pointing to the installation to be upgraded.

Consider the following when upgrading replicating servers:

» Upgrade affects only the server being upgraded. The process does not alter the configuration of other servers.

* The update tool will verify that the version of Java that is installed meets the new server requirements. To
simplify the process, install the version of Java that is supported by the new server before running the tool.

» To be safe, backup the user data (userRoot) before an upgrade. Restoring from a backup could be necessary if all
other servers in the replication topology have been upgraded and a database or encoding change in the new server
version prevents the database from being used with the older server version. The update and revert-update
utilities will issue a warning when this is the case.

» Temporarily raise the replication purge delay for all servers in the topology to cover the expected downtime for
maintenance. This will result in a temporary increase in disk usage for the replicationChanges database stored in
<server-root>/changelogDb.

* Replication does not need to be disabled on a server before an upgrade.

» Make sure upgraded servers are working as expected before upgrading the last server in the topology

» Enable new features after all replicating servers are upgraded.

Updating Servers in a Topology

An update to the current release includes significant changes, and the introduction of a topology registry, which will
store information previously stored in the admin backend (server instances, instance and secret keys, server groups,
and administrator user accounts). For the admin backend to be migrated, the update tool must be provided LDAP
authentication options to the peer servers of the server being updated.

The LDAP connection security option requested (either plain, TLS, StartTLS, or SASL) must be configured on
every server in the topology. The LDAP credentials must be present on every server in the topology, and must have
permissions to read from the admin backend and the config backend of every server in the topology. For example, a
root DN user with the inherit-default-privileges set to true (such as the cn=Directory Manager
user) that exists on every server can be used.

After enabling or fixing the configuration of the LDAP connection handler(s) to support the desired connection
security mechanism on each server, run the following ds f ramework command on the server being updated so that
its admin backend has the most up-to-date information:

$ bin/dsframework set-server-properties \
--serverID serverID \
--set ldapport:port \
--set ldapsport:port \
--set startTLSEnabled:true

The update tool will verify that the following conditions are satisfied on every server in the topology before
allowing the update:

*  When the first server is being updated, all other servers in the topology must be online. When updating additional
servers, all topology information will be obtained from one of the servers that has already been updated. The
update tool will connect to the peer servers of the server being updated to obtain the necessary information
to populate the topology registry. The provided LDAP credentials must have read permissions to the config and
admin backends of the peer servers.

» The instance name is set on every server, and is unique across all servers in the topology. The instance name
is a server’s identifier in the topology. After all servers in the topology have been updated, each server will
be uniquely identified by its instance name. Once set, the name cannot be changed. If needed, the following
command can be used to set the instance name of a server prior to the update:
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$ bin/dsconfig set-global-configuration-prop \
--set instance-name:uniqueName

* The cluster-wide configuration is synchronized on all servers in the topology. Older versions have some topology
configuration under cn=cluster, cn=config (JSON attribute and field constraints). These items did not
support mirrored cluster-wide configuration data. An update should avoid custom configuration changes on
a server being overwritten with the configuration on the mirrored subtree master. To synchronize the cluster-
wide configuration data across all servers in the topology, run the config-di £ £ tool on each pair of servers
to determine the differences, and use dsconfig to update each instance using the config-diff output. For
example:

$ bin/config-diff --sourceHost hostName \
-—-sourcePort port \
--sourceBindDN bindDN \
--sourceBindPassword password \
--targetHost hostName \
--targetPort port \
--targetBindDN bindDN \
--targetBindPassword password

If any of these conditions are not satisfied, the update tool will list all of the errors encountered for each server, and
provide instructions on how to fix them.

To Upgrade the Directory Server

Perform an upgrade with the following steps.

1. Download and unzip the new version of the Directory Server in a location outside the existing server's installation.
For these steps, assume the existing server installation is in /prod/PingDirectory and the new server
version is unzipped into /home/stage/PingDirectory.

2. Run the update tool provided with the new server package to update the existing Directory Server. The update
tool may prompt for confirmation on server configuration changes if it detects customization.

$ /home/staging/PingDirectory/update --serverRoot /prod/PingDirectory

To Upgrade the RPM Package

If the Linux RPM package was used to install the Directory Server, the following should be performed to upgrade the
server.

» Assume that the new RPM package, PingDirectory-<new-version>.rpm, is placed in the server root directory.
From the server root directory, run the rpm command with the --upgrade option.

$ rpm --upgrade PingDirectory-<new-version>.rpm

The RPM package does not support a revert option once the build is upgraded.

The upgrade history is written to /opt/ping-identity/ds/PingDirectory/PingDirectory/history/<timestamp>/
update.log.

Reverting an Update

Once the PingDirectory Server has been updated, you can revert to the last version (one level back) using the
revert-update tool. The revert-update tool accesses a log of file actions taken by the updater to put the
filesystem back to its prior state. If you have run multiple updates, you can run the revert-update tool multiple
times to revert to each prior update sequentially. You can only revert back one level. For example, if you have run the




PingDirectory | Upgrading the Server | 54

update twice since first installing the PingDirectory Server, you can run the revert-update command to revert to
its previous state, then run the revert-update command again to return to its original state.

Reverting from Version 7.x to a Version Prior to 7.0

Reverting from version 7.0 or later to a pre-7.0 version can be done using the revert-update command with
some extra steps. This is also the case when updating or reverting from a pre-6.2.0.2 version to 6.2.0.2 or later. These
steps are listed when the update and revert-update tool are run as well. You may need to perform one or more
of the following tasks, depending on your installation and configuration:

*  When updating or reverting from 6.2.0.2 or later to a pre-6.2.0.2 version, indexes may need to be rebuilt. Older
versions of the server use an incompatible format for Local DB Composite Indexes. To update a server with
composite indexes in the previous format, delete these indexes and re-run the update. After the update is complete,
recreate the indexes and use the rebuild-index tool to rebuild the indexes. The command for recreating an
index will be in the "Undo" portion of the 1ogs/config-audit. log file. If you wish to later revert to an
older version, delete and recreate those composite indexes again after the revert has completed.

*  When updating to 7.x for the first time, instance names will need to be set for each server in the topology if they
were not previously set. This is done with the following dsconfig command:

$ bin/dsconfig --bindDN "cn=Directory Manager" \
--bindPassword secret \
--no-prompt set-global-configuration-prop \
--set instance-name:<name>

» Topology information such as server instances, instance and secret keys, server groups, and administrator users
have moved to the topology portion of the configuration from the admin backend. As long as new servers are
not added to the topology after this update, the revert-update command can be used to return to the previous
version. However, if new servers are added, then the restored admin backend of this server will not contain
information about the new servers, and the local server will not be able to communicate with any other servers in
the topology. New servers should not be added to the topology if reverting this update is a possibility.

» Ifnew servers were added to the topology after the update, the new servers must be temporarily removed from the
topology until all servers have been reverted to the previous version.

*  When a server is reverted to a pre-7.x version, any servers in the topology using the topology portion of the
configuration (rather than the admin backend) will need to know that the reverted server was downgraded to the
admin backend. This is done by running the following dsconfig command on one of the servers that has not
been reverted:

$ bin/dsconfig set-server-instance-prop \
--instance-name <Reverted server instance name> \
--set server-version:<Version to which server is reverted>

» Ifthe topology does not have a master server when this command is run, it will not succeed. In this case, one of
the remaining updated servers in the topology must be made master with the following command. This will enable
the chosen instance to run the first command successfully.

$ bin/dsconfig set-global-configuration-prop \
--set force-as-master-for-mirrored-data:true

» The 7.x server version includes database changes that are not compatible with previous server versions (6.x or
older). If you wish to later revert to an older version, the data must be exported to LDIF before performing the
reversion. Re-import the data after the revert process has completed. In addition, the changelogDb/ and db/
changelog/ directories in the reverted server root must be deleted after the revert has completed.

When starting up the server for the first time after a revert has been run, and the necessary extra steps have been
completed, the server will display warnings about "offline configuration changes," but they are not critical and will
not appear on subsequent start ups.
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To Revert to the Most Recent Server Version

Use revert-update in the server root directory revert back to the most recent version of the server.

$ PingDirectory-old/revert-update

Configure SCIM After Upgrade

Modifications in SCIM PATCH are mapped directly to LDAP modifications to use the matching rules configured in
the Directory Server, when matching deleted values. Since the SCIM PATCH is now applied by the Directory Server,
the Permissive Modify Request Control (1.2.840.113556.1.4.1413) is now required by the SCIM component. This
ensures that adding an existing value or deleting a non-existent value in the PATCH request will not generate an error.
This affects upgrades from server versions prior to 5.0.0.

To continue using the SCIM component after an upgrade, access controls and configuration must be updated to allow
access to the Permissive Modify Request Control. Run the dsconfig commands to update these components:

$ dsconfig set-access-control-handler-prop \

--remove 'global-aci: (targetcontrol="1.3.6.1.1.13.2 ||
1.2.840.113556.1.4.473 || 1.2.840.113556.1.4.319 || 2.16.840.1.113730.3.4.9
[ 1.3.6.1.1.12") (version 3.0;acl "Authenticated access to controls used by
the SCIM servlet extension"; allow (all) userdn="ldap:///all";)'

$ dsconfig set-access-control-handler-prop \

--add 'global-aci: (targetcontrol="1.3.6.1.1.13.2 || 1.2.840.113556.1.4.473
|| 1.2.840.113556.1.4.319 || 2.16.840.1.113730.3.4.9 || 1.3.6.1.1.12 ||
1.2.840.113556.1.4.1413") (version 3.0;acl "Authenticated access to controls
used by the SCIM servlet extension"; allow (all) userdn="ldap:///all";)'
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The PingDirectory Server’s installation process automatically determines

the optimal Java Virtual Machine (JVM) settings based on calculations of
the machine running setup. While the majority of the default configuration
and JVM settings are suitable for most deployments, it is not uncommon

in high performance environments to make slight adjustments to the
Directory Server’s JVM settings as well as performance and resource-related
configuration changes with the dsconfig tool.

This chapter provides guidance for tuning the Directory Server and its tools
for both optimum performance with regard to throughput and disk space
usage. This chapter presents the following topics:



PingDirectory | Tuning the Server | 58

About Minimizing Disk Access

Most critical to directory server performance is minimizing disk access. Defining a JVM heap size that can contain
the entire contents of the database cache in memory is essential to minimizing read operations from disk and
achieving optimal performance. It is also important to understand that the database on-disk is comprised of transaction
log files, which are only appended to. After an initial database import, the size on-disk will grow by a factor of at least
25% as inactive records accumulate within the transaction logs. Therefore, during normal operation, the on-disk size
of the database transaction logs do not represent the memory needed to cache the database.

Another consideration is to minimize the size of the database based on the known characteristics of your data.
Minimizing the size of the database not only reduces hard disk requirements but also reduces the memory
requirements for the database cache. The Directory Server has the capability to automatically compact common
parent DNs, which is an example of optimizing the database size based on known characteristics of the data.

Another consideration is to consider the write load on your server and its affect on the database. While write
operations will always require an associated write to disk, an environment that sustains a high load of write operations
may consider tuning the background database cleaner to minimize the size of the database on disk.

Memory Allocation and Database Cache

The Directory Server's optimal performance is dependent on the proper allocation of memory to the JVM heap,

the number of processor cores in the system, and the correct combination of JVM options for optimized garbage
collection. The setup tool for the Directory Server automatically assigns the JVM options and determines the
memory allocation based on the total amount of memory on the system. However, in most production deployments,
additional tuning may be required to meet the performance objectives for your system.

Most often, directory server performance tuning can be accomplished by adjusting a few settings. Tuning these
settings, which include both JVM and configuration options, require an understanding of the JVM heap structure as
well as the expected database usage. This section describes the basic components of the Directory Server footprint
and logic behind the automated tuning of the setup tool.

Directory Server Process Memory

The Directory Server is comprised mostly of a JVM heap and a marginal amount of memory allocated by the JVM’s
execution of native code. While we frequently refer to the JVM Heap as the maximum memory consumed by the
Directory Server, the actual process size will be slightly larger than the Xmx value due to accumulation of small
chunks of native code that Java requires for things, such as SSL sockets.
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Figure 1: JDK Heap Structure

Within the JVM Heap, the principal memory components are the New and Old Generations. The New Generation

is a smaller area of memory where all data is initially allocated and is cleaned of garbage often. Any data that stays
"alive" long enough will be promoted to the Old Generation for the longer term. The Old Generation is where the
database cache will eventually reside. The Old Generation size is computed from the leftover heap after defining the
MaxHeapSize and New Generation sizes; therefore, it is not explicitly stated in the JVM options. A typical set of
Generation definitions for the JVM is as follows, where mx and ms values represent the heap size:

-Xmx1l6g -Xmslég -XX:MaxNewSize=2g -XX-NewSize=2g
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= Note: The mx and ms values should always be the same, and the MaxNewSize/NewSize values should be the
same. This will help avoid negative changes in performance.

The MaxNewSize/NewSize values should never need to exceed 2g. The setup and dsjavaproperties tools
set MaxNewSize/NewSize values based on the results of extensive performance testing, and should not need to be
changed.

A Method for Determining Heap and Database Cache Size

The most straightforward approach to defining the proper memory allocation of the directory server components is to
use the Directory Server setup command on hardware that represents the target production platform, especially with
regard to process and memory, and the largest heap size that the setup tool will allow. After running setup, any
schema and production database settings should be defined in preparation for the database import using the import-
1dif tool.

E Note: At the moment after an import—-1dif, the database is at its most optimized state on disk with no
inactive records. Over time, the on-disk representation of the database will grow as much as 25-50% as
inactive records accumulate before being removed by the server’s cleaner thread.

After the database is imported, the server should be started and a configuration change made to the backend. In this
scenario, set the prime-method to "preload" on the userRoot backend configuration. Once the change is made, re-start
the Directory Server and watch for a successful preload message at the end of startup. If preloading did not complete,
the server should be stopped. The start-server.java-args entry inthe config/java.properties file
should be edited to use larger values for —Xmx and —Xms arguments. Then run the bin/dsjavaproperties
command and restart the server. If preloading completed successfully, the database cache utilization percentage will
be of interest. The status command will display something like the following:

-——- JE Environment ---
ID : Cache Full : Cache : On-Disk : Alert

userRoot : 30% : 1.1 gb : 868.6mb : None

Looking at the above output and knowing that the database is fully loaded into cache, the 30% utilization is
comfortable cushion for future database growth. In general, it is best to leave at least 10-20% cache headroom
available.

During this scenario, it was clear from the start-server output that the database primed completely and our
interpretation of the status output was sound. To see the state of the database cache with more detail, perform an
ldapsearch on the backend monitor.

In addition to the user configured backends, there may be backends for replication and changelog. The heap is shared
among all backends. The amount allocated to each backed is calculated according to the procedure in the next section.

Automatic DB Cache Percentages

The setup process automatically tunes the percentage of the db-cache-percent property for the userRoot
backend based on the maximum configured JVM heap size. This is only done for the userRoot backend during setup.
Other backends created by the user are allocated 10%. The allocation can be changed if needed. When setting up the
server, perform the following steps:

* Install the server with necessary memory. The server will autotune the size of the cache.
» Set the autotuned cache size to the limit for the combined cache sizes of all of the backends.
» Divide the server cache based on the expected size of the data in each backend.

Automatic Memory Allocation

If the Memory Tuning feature is enabled during setup, the setup algorithm determines the maximum JVM heap
size based on the total amount of available system memory. If Memory Tuning is not selected, the server allocates a
maximum JVM heap of 384 MB. The Directory Server also allows you to specify the maximum heap size during the
setup process. You can enable Memory Tuning during the setup process by selecting the feature during the interactive
command-line mode, adding the --jvmTuningParameter option using the setup tool in non-interactive command-
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line mode, or regenerating the java properties file with bin/dsjavaproperties and the --jymTuningParameter
options (seen in JVM Properties for Server and Command-Line Tools page 75).

If Memory Tuning is selected, the server can allocate the maximum JVM heap depending on the total system memory.
The following table displays the automatically allocated maximum JVM heap memory based on available system
memory.

Table 2: Allocated Max JVM Memory if Tuning is Enabled

Available Memory Allocated JVM Memory

16 GB or more using a 64-bit JVM The maximum JVM heap size will be set to 70% of total system memory.
If the maximum JVM heap size is less than or equal to 128GB of memory
(which should be the case for systems with up to 160 GB of memory),
then the initial heap size will be set to equal the maximum heap size.

6 GB—16 GB using a 64-bit JVM total system memory - 4 GB
4 GB-6 GB using a 64-bit JVM 2 GB

2 GB-4 GB 512 MB

1 GB-2 GB 384 MB

Automatic Memory Allocation for the Command-Line Tools

At setup, the Directory Server automatically allocates memory to each command-line utility based upon the maximum
JVM heap size. The server sets each command-line utility in the config/java.properties with -Xmx/Xms
values depending on the expected memory needs of the tools. Because some tools can be invoked as a server task
while the server is online, there are two definitions of the tool in the config/java.properties file: one

with .online and one with .offline added to the name. The online invocations of the tools typically require minimal
memory as the task is performed within the Directory Server’s JVM. The offline invocations of the tools, for example,
import-1dif.offline and rebuild-index.offline, can require the same amount of memory that is
needed by the Directory Server.

Beyond the offline tool invocations, some tools, such as 1dap-diff and verify-index, may need more than the
minimal memory if large databases are involved. The table below lists the tools that are expected to have more than
the minimal memory needs along with the rules for defining the default heap size.

Table 3: Default Memory Allocation to the Command-Line Tools

Command-Line Tools Allocated JVM Memory

start-server, import-1dif (offline), MaxHeapSize
rebuild-index (offline)

backup (offline), dbtest export-1dif ~ If Max System Memory is:
(offline), 1dap-diff, restore (offline),
scramble-1dif, summarize-access-log,
verify-index

Greater than or equal to 16 GB: set Heap to 3 GB
Greater than or equal to 8 GB: set Heap to 1 GB
Greater than or equal to 4 GB: set Heap to 512 MB
Under 4 GB: set Heap to 256 MB

Database Preloading

Key to Directory Server performance is the ability to maintain the database contents in the database cache within

the JVM memory. With a properly sized database cache, a priming method of "preload" directs the server to load

the database contents into memory at server startup before accepting the first client connection. The time needed to
preload the database is proportional to the database size. To avoid priming, the server can be started with the start-
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server —--skipPrime command. If the priming method is none or the ——skipPrime option is specified at
startup, the database cache will slowly build as entries are accessed. This could take several days to reach optimal
performance.

The "preload" priming method is suitable for nearly all Directory Server deployments. If the size of the database
precludes storing the whole database in memory, there are priming alternatives for optimizing server performance.
This type of deployment is considered disk-bound since the disk is accessed when processing most operations. See
the section Disk-Bound Deployments for more information. The remaining priming options are applicable to these
environments.

The Directory Server database prime-method property configures how the caches get primed, what gets primed
(data, internal nodes, system indexes) and where it gets primed (database cache, filesystem cache, or both). The
prime-method property is a multi-valued option that enables preloading the internal nodes into the database cache
before the server starts, and then primes the values in the background by cursoring across the database. For more
details, see the PingDirectory Server Configuration Reference.

The following is a summary of the priming methods:

* Preload All Data. Prime the contents of the backend into the database cache.

* Preload Internal Nodes Only. Prime only internal database structure information into the database cache, but do
not prime any actual data. (This corresponds to the cache-keys-only cache-mode.)

* Cursor Across Indexes. Use the cursor-across-indexes property to iterate through backend contents.
This is similar to (and may be slower than) using the preload mechanism, but it enables priming to happen in
the background after the server has started. This is used when shorter start up times are desired, and the slower
performance of an uncached database is acceptable until the database is primed.

Configuring Database Preloading

Use the dsconfig tool to set the database priming method. If multiple prime methods are used, the order in which
they are specified in the configuration is the order in which they will be performed. Changing the preloading option
requires re-starting the Directory Server. The following procedure shows how to configure database preloading.

To Configure Database Preloading

1. Set the prime method to "preload" to load the database contents from disk into memory when the server starts up.
This eliminates the need for the server to gradually prime the database cache using client traffic, and ensures that
the server has optimal performance when it starts to receive client connections.

$ bin/dsconfig set-backend-prop \
--backend-name userRoot \
--set prime-method:preload

2. Re-start the Directory Server to apply the changes using bin/stop-server and then, bin/ start-
server.

To Configure Multiple Preloading Methods

1. To achieve the benefits of preloading without delaying server startup, prime-method can be set to preload-
internal-nodes-only, which caches all of the keys within the database but not the values. The database
values themselves can be cached in the background once the server has been started with the cursor-across-
indexes option.

$ bin/dsconfig set-backend-prop \
--backend-name userRoot \
--add prime-method:preload-internal-nodes-only \
--add prime-method:cursor-across-indexes \
--set background-prime:true

2. Re-start the Directory Server to apply the changes using bin/stop-server and then, bin/start-server.
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To Configure System Index Preloading

1. Some environments have many indexes configured, though only a few are used for performance-sensitive traffic.
In this case, server start up time can be reduced by only preloading the necessary indexes into the database at
startup.

$ bin/dsconfig set-backend-prop --backend-name userRoot \
--set prime-method:preload \
--set prime-all-indexes:false \
--set system-index-to-prime:dn2id \
--set system-index-to-prime:id2entry

$ bin/dsconfig set-local-db-index-prop —--backend-name userRoot \
--index-name mail \
--set prime-index:true

$ bin/dsconfig set-local-db-index-prop —--backend-name userRoot \
--index-name uid \
--set prime-index:true

$ bin/dsconfig set-local-db-index-prop —--backend-name userRoot \
-—-index-name entryUUID \
--set prime-index:true

2. Restart the Directory Server to apply the changes using bin/stop-server and then, bin/start-server.

Databases on Storage Area Networks, Network-Attached Storage, or
running in Virtualized Environments

There are several considerations when using network-based storage or storage abstracted by virtualization that are
not issues when databases are stored on local disks. A data durability problem occurs when remote storage or the
virtualization environment experiences service interruptions, ranging from connectivity loss to total failure from
power loss. Data corruption can occur when the storage layer accepts data for writing that is not made durable

before a crash occurs. In these cases, a database property can be set that reduces the likelihood of data loss and data
corruption. The database property database-on-virtualized-or-network-storage can be set on a per-
backend environment basis to request all database writes to be written durably to the underlying storage.

There is a performance penalty when enabling this property, and in most cases, is not recommended except where
network storage is unreliable. For network file systems, the benefits of faster recovery and less likelihood of

data loss from unplanned events may outweigh the penalty. The exact overhead of enabling database-on-
virtualized-or-network-storage will depend on the characteristics of the database, the host filesystem,
storage array configuration, and network and virtualization input and output parameters. The write overhead
penalty may be substantial for SAN environments. Incremental and full backup strategies should be used instead if
performance is unacceptable.

To enable database-on-virtualized-or-network-storage for each applicable backend, use the
following command as an example, which references the configuration for the userRoot backend:

$ bin/dsconfig set-global-configuration-prop \
--set database-on-virtualized-or-network-storage:true

This should be set to false if the database is on a local disk.

Database Cleaner

Production environments that have a high volume of write operations may require cleaner thread tuning to control
the on-disk database size as log files with inactive nodes wait to be cleaned and deleted. The Directory Server stores
its Oracle® Berkeley DB Java Edition (JE) database files on-disk in the db directory. Each JE database log file
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is labelled nnnnnnnn. jdb, where nnnnnnnn is an 8-digit hexadecimal number that starts at 00000000 and is
increased by 1 for each file written to disk. JE only appends data to the end of each file and does not overwrite any
existing data. JE uses one or more cleaner threads that run in the background to compact the number of JE database
(db) files.

The cleaner threads begin by scanning the records in each db file, starting with the file that contains the smallest
number of active records. Next, the cleaner threads append any active records to the most recent database file. If a
record is no longer active due to modifications or deletions, the cleaner threads leave it untouched. After the db file no
longer has active records, the cleaner threads can either delete the file or rename the discarded file. Note that because
of this approach to cleaning, the database size on-disk can temporarily increase when cleaning is being performed and
files are waiting to be removed.

The Local DB Backend configuration object has two properties that control database cleaning: dbo-cleaner-
min-utilization and db-num-cleaner-threads. The db-cleaner-min-utilization property
determines, by percentage, when to begin cleaning out inactive records from the database files. By default, the
property is set to 75, which indicates that database cleaning ensures that at least 75% of the total log file space is
devoted to live data. Note that this property only affects the on-disk representation of the database and not the in-
memory database cache—only live data is ever cached in memory.

The db-num-cleaner-threads property determines how many threads are configured for db cleaning. The
default single cleaner thread is normally sufficient. However, environments with a high volume of write traffic may
need to increase this value to ensure that database cleaning can keep up.

If the number of database files grow beyond your expected guidelines or if the Directory Server is experiencing an
increased number of update requests, you can increase the number of cleaner threads using the dsconfig tool
(select Backend > select advanced properties > db-num-cleaner-threads).

Compacting Common Parent DNs

The PingDirectory Server compacts entry DNs by tokenizing common parent DNs. Tokenizing the common
parent DNs allows you to increase space usage efficiency when encoding entries for storage. The Directory Server
automatically defines tokens for base DNs for the backend (for example, dc=example, dc=com). You can also
define additional common base DN that you want to tokenize. For example, use the following configuration to
tokenize two branches, ou=people, dc=example, dc=com and ou=customers, dc=example, dc=com:

$ bin/dsconfig set-backend-prop --backend-name userRoot \

--add "compact-common-parent-dn:ou=people,dc=example,dc=com" \
—-—add "compact-common-parent-dn:ou=customers,dc=example, dc=com"

Import Thread Count

For most systems, the default setting of 16 threads is sufficient and provides good import performance. On some
systems, increasing the import thread count may lead to improved import performance, while selecting a value that
is too large can actually cause import performance to degrade. If minimizing LDIF import time is crucial to your
deployment, you must determine the optimal number of import threads for your system, which is dependent on both
the underlying system and the dataset being imported.

You can use the dsconfig command to set the number of import threads as follows:

$ bin/dsconfig set-backend-prop --backend-name userRoot —--set import-thread:24

JVM Properties for Server and Command-Line Tools

The Directory Server and tools refer to the config/java.properties file for JVM options that include
important memory settings. The java.properties file sets the default Java arguments for the Directory Server
and each command-line utility including the default JAVA HOME path.
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The java.properties is generated at server setup time and defines memory-related JVM settings based on the
user-provided value for max heap size if aggressive memory tuning option was selected at setup. Most of the JVM
options specified for both server and tools do not need customization after setup. The exception is the -Xmx/Xms
options, which specify the maximum and initial JVM heap size. See the section on Memory Allocation and Database
Cache for advice on tailoring the -Xmx/Xms values.

Other than altering the heap size of the server process (start-server) or command-line tools, the most common
change required to java.properties is when it is desired to update the JVM version. A single edit will apply the
new JVM to all server and tool use.

Applying Changes Using dsjavaproperties

To apply the changes to the config/java.properties file, edit the file manually, and then run the bin/
dsjavaproperties utility. The dsjavaproperties tool uses the information contained in the config/
java.properties file to generatea 1ib/set-java-home script (or 1ib\set-java-home.bat on
Microsoft Windows systems), which is used by the Directory Server and all of its supporting tools to identify the
Java environment and its JVM settings. During the process, dsjavaproperties calculates an MDS5 digest of the
contents of the config/java.properties file and stores the digest in the generated set-java-home script.

The dsjavaproperties utility also performs some minimal validation whenever the property references a valid
Java installation by verifying that $ (java-home) /bin/java exists and is executable.

If you make any changes to the config/java.properties file but forget to run bin/dsjavaproperties,
the Directory Server compares the MDS5 digest with the version stored in set-java-home and sends a message to
standard error if the digests differ:

WARNING -- File /ds/PingDirectory/config/java.properties has been edited
without
running dsjavaproperties to apply the changes

To Update the Java Version in the Properties File

To change the version of java that is used by the server and tools, it is necessary to edit the config/java.properties file
and apply the change by invoking bin/dsjavaproperties with no command line options. Also, the server must
be restarted for the change to take affect.

Inside config/java.properties, alter the value of default.java-home to point to the java correct JRE.
Any time the config/java.properties file is updated, the bin/dsjavaproperties tool must be run to
apply the new configuration.

$ bin/dsjavaproperties

To Regenerate the Java Properties File

The dsjavaproperties command provides a --initialize option that allows you to regenerate the Java Properties
file specifically if you set up the Directory Server using standard memory usage but opt for aggressive memory
tuning after setup. Rather than reconfigure the Java Properties file by re-running setup or manually editing the
java.properties file, you can regenerate the properties file for aggressive memory tuning. Any existing file will
be renamed with a ".old" suffix.

* Runthe dsjavaproperties command to regenerate the java properties file for aggressive memory tuning:

$ bin/dsjavaproperties —--initialize --jvmTuningParameter AGGRESSIVE

JVM Garbage Collection Using CMS

To ensure reliable server performance with Java, the Directory Server depends on Java’s Concurrent Mark and
Sweep process (CMS) for background garbage collection. There are several garbage collection options, with
CMS being the ideal choice for consistent system availability. The CMS collector runs as one or more background
threads, for the most part, within the JVM, freeing up space in JVM Heap from an area called the Old Generation.
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One of the criteria used by CMS to determine when to start background garbage collection is a parameter called
CMSInitiatingOccupancyFraction. This percentage value, which applies to the Old Generation, is a
recommendation for the JVM to initiate CMS when data occupancy in Old Generation reaches the threshold.

To understand this CMS property, it is important to know how large the Old Generation is and how much data in the
Old Generation is expected to be occupied by the database cache. Ideally, the database cache takes less than 70% of
the space available in the Old Generation, and the CMSInitiatingOccupancyFraction value of 80 leaves
plenty of headroom to prevent the JVM from running out of space in Old Generation due to an inability for CMS

to keep up. Because CMS takes processing resources away from the Directory Server, it is not recommended to set
the CMSInitiatingOccupancyFraction at or below the expected database cache size, which would result
in the constant running of CMS in the background. See the section on Memory Footprint and Database Cache for a
description of determining Old Generation size.

When the CMS collection process cannot keep pace with memory demands in the Old Generation, the JVM will
resort to pausing all application processing to allow a full garbage collection. This event, referred to as a stop-the-
world pause, does not break existing TCP connections or alter the execution of the Directory Server requests. The
goal in tuning CMS is to prevent the occurrence of these pauses. When one does occur, the Directory Server will
generate an alert, after the pause, and record the pause time in the error log.

Because determining an ideal CMSInitiatingOccupancyFraction can be difficult, the approach we have
taken is to warn if the Directory Server detects a garbage collection pause by generating a recommended value for the
occupancy threshold based on the current amount of memory being consumed by the backend caches. Unfortunately,
it is not possible for an administrator to determine the ideal occupancy threshold value in advance. Therefore, to
warn of any impending garbage collection pauses, the Directory Server calculates a recommended value for the
CMSInitiatingOccupancyFraction property and exposes it in the JVM Memory Usage monitor entry in the
following attribute:

recommended-cms-initiating-occupancy-fraction-for-current-data-set

Also, when you start the server, you will see an administrative alert indicating the current state of the
CMSInitiatingOccupancyFraction and its recommended value.

$ bin/start-server [20/April/2012:10:35:25 -0500] category=CORE
severity=NOTICE msgID=458886
msg="PingDirectory Server 7.2.0.0 (build 20120418135933Z, R6226) starting up"

(more output)

[20/April/2012:10:35:53 -0500] category=UBID EXTENSIONS severity=NOTICE
msgID=1880555580 msg="Memory-intensive Directory Server

components are configured to consume 71750382 bytes of memory:

['userRoot local DB backend' currently consumes 26991632 bytes and

can grow to a maximum of 64323584 bytes, 'changelog cn=changelog backend'
currently consumes 232204 bytes and can grow to a maximum of 2426798 bytes,
'Replication Changelog Database' currently consumes 376661 bytes and can
grow to a maximum of 5000000 bytes]. The configured value of
CMSInitiatingOccupancyFraction is 36 which is less than the minimum
recommended value (43) for the server's current configuration. Having
this value too low can cause the Concurrent Mark and Sweep garbage
collector to run too often, which can cause a degradation of throughput
and response time. Consider increasing the CMSInitiatingOccupancyFraction
value to at least the minimum value, preferably setting it to the
recommended value of 55 by editing the config/java.properties file,
running dsjavaproperties, and restarting the Directory Server.

If the server later detects that this setting actually leads to a
performance degradation, a separate warning message will be logged.

If this server has not yet been fully loaded with data, then you

can disregard this message"

[20/April/2012:10:35:53 -0500] category=CORE severity=NOTICE msgID=458887
msg="The Directory Server has started successfully"
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The Directory Server only makes a recommendation if all of the backends are preloaded and the
CMSInitiatingOccupancyFraction JVM property is explicitly set, which is done automatically. For
example, if you installed the Directory Server and specified that the database be preloaded (or "primed") at startup,
then the Directory Server can make a good recommendation for the Directory Server when a pause occurs. If the
backend database cache is not full and has not been preloaded, then the recommended value may be an inaccurately
low value.

Note: The generated value for the Directory Server property could change over time with each Directory
Server build, Java release, or changes in data set. If the current value is fairly close to the recommended value,
then there is no need to change the property unless the server experiences a JVM pause.

(5

If the Directory Server experiences a JVM garbage collection pause, you can retrieve the recommended value
from the server, reset the Directory Server property, run dsjavaproperties, and restart the server.

To Determine the CMSInitiatingOccupanyFraction

1. If you set the Preload Database at startup option during the installation, then skip to step 3. If you are not sure,
retrieve the prime-method property for the backend as follows:

$ bin/dsconfig get-backend-prop --backend-name userRoot \
--property prime-method
2. Ifthe prime-method property was not configured, use bin/dsconfig to set the property to PRELOAD, and
then, restart the Directory Server to preload the database cache.

$ bin/dsconfig set-backend-prop --backend-name userRoot \
--set prime-method:preload

$ bin/stop-server
$ bin/start-server

3. At startup, you will see an administrative message if the current CMSInitiatingOccupancyFraction
property is below the recommended value. You can get the recommended value from this message and change it in
the config/java.properties filein step 5.

4. If you were unable to see the recommended CMSInitiatingOccupancyFraction
property at startup presented in the previous step, first you must pre-tune the value of the
CMSInitiatingOccupancyFraction property to ensure that all of the data is imported
into the server and preloading is enabled in the backend. Next, retrieve the recommended
CMSInitiatingOccupancyFraction value by issuing the following search. If the recommended-cms-
initiating-occupancy-fraction-for-current-data-set is not present, then make sure that the
server has been restarted since enabling preload for the backend(s).

$ bin/ldapsearch --baseDN "cn=monitor" \
" (objectclass=ds-memory-usage-monitor-entry)" \
cms—-initiating-occupancy-fraction \
recommended-cms-initiating-occupancy-fraction-for-current-data-set

dn: cn=JVM Memory Usage,cn=monitor
cms-initiating-occupancy-fraction:80
recommended-cms-initiating-occupancy-fraction-for-current-data-set:55

5. Openthe config/java.properties file using a text editor, manually edit the
CMSInitiatingOccupancyFraction or any other property to its recommended value in the start-
server.java-args property, and then, save the file when finished. (The following arguments are
recommended for a Sun 5440 server. Contact your authorized support provider for specific assistance.):

start-server.java-args=-d64 -server -Xmx20g -Xms20g -XX:MaxNewSize=1lg
-XX:NewSize=1g -XXParallelGCThreads=16 -XX:+UseConcMarkSweepGC
—-XX:+CMSConcurrentMTEnabled -XX:+CMSParallelRemarkEnabled
-XX:+CMSParallelSurvivorRemarkEnabled -XX:ParallelCMSThreads=8
-XX:CMSMaxAbortablePrecleanTime=3600000

-XX:+CMSScavengeBeforeRemark -XX:RefDiscoveryPolicy=1
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-XX:CMSInitiatingOccupancyFraction=55 -XX:+UseParNewGC
-XX:+UseBiasedLocking -XX:+UseLargePages
—-XX:+HeapDumpOnOutOfMemoryError

The -XX:ParallelGCThreads should be limited to 16 (default) or to 8 for smaller systems. Also, the —
XX:ParallelCMSThreads should be limited to 8.

6. Runthe bin/dsjavaproperties command to apply the changes.

$ bin/dsjavaproperties

7. Restart the Directory Server.

Tuning For Disk-Bound Deployments

For best performance, configure the Directory Server to fully cache the DIT in the backend database cache. Directory
Server configuration assumes this scenario. For databases too large to fit in memory, other options are available:

» Configure the server for a disk-bound data set (when the database is stored on an SSD, this configuration yields
server performance that is comparable to a fully-cached scenario).
* Use uncached attributes and/or entries as described in the following section.

» Use a Directory Proxy Server in an entry-balancing deployment, which allows all data to be cached in a
partitioned environment.

To Tune for Disk-Bound Deployments
To configure the server for a disk-bound configuration, follow these steps:
1. When installing the server, choose the "aggressive" option for JVM memory configuration and to preload the data
when the server starts.
2. Setthe default-cache-mode of the userRoot backend to cache-keys-only.

3. Set operating system vm. swappiness to 0 to protect the Directory Server JVM process from an overly
aggressive filesystem cache.

4. When the data set is imported with the above settings, verify in the import-1dif output that the cached
portions of the data set fit comfortably within the database cache.

Uncached Attributes and Entries

Although achieving optimal Directory Server performance requires that the entire data set be fully cached, there

may be deployments in which fully caching the data set is not possible due to hardware or financial constraints, or in
which acceptable performance can be achieved by only caching a portion of the data. The Directory Server already
provides support for controlling caching on a per-database basis (e.g., to cache only certain indexes and/or system
databases), but these features may not provide sufficient control over how memory is used, particularly with regard to
which entries are included in the cache, and they do not provide any degree of control over caching only a portion of
attributes.

To better address the needs of environments that require partial caching, the Directory Server provides two new
options: the ability to exclude certain entries from the cache, and the ability to exclude certain attributes from the
cache. The Directory Server uses an uncached-id2entry database container, which is similar to the id2entry
database that maps an entry's unique identifier and its encoded representation. The uncached-id2entry database
contains either complete and/or partial representations of entries that are intended to receive less memory for caching.
For example, if an entry has a particulary large attribute and the system has hardware constraints on memory, then you
can configure the system to not cache this particular attribute or entry. This functionality is only available for the local
DB backend, which uses the Berkeley DB Java Edition database.

The uncached-id2entry database can be included in the set of databases to prime, but if priming is to be
performed, it will only include internal nodes and not leaf nodes. For example, the internal nodes of the uncached-
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id2entry database will be included in the preload if the prime-all-indexes option is set to "true," or if the
system-index-to-prime-internal-nodes-only option has a value of "uncached-id2entry".

Backup/Restore. There are no special considerations for backup and restore with regard to uncached entries and
attributes. Backup will successfully save your database contents including uncached entries and attributes. Because
of the way the server deals with changes to uncached entry and uncached attribute configuration, there is no problem
with restoring a backup that was taken with a different uncached entry configuration than is currently in place for the
server. Any entries encoded in a manner that is inconsistent with the current uncached entry or uncached attribute
configuration will be properly re-encoded whenever they are updated, or whenever the re-encode entries task is
invoked.

Replication. Replication does not propagate information about which portions of entries may have been cached or
uncached, nor does it require that different replicas have the same uncached attribute or uncached entry configuration.

LDIF Import/Export. When LDIF content is imported into the server, the uncached attribute and uncached entry
configuration is used to determine on a per-entry basis whether some or all of the content for that entry should be
written into the uncached-id2entry database. The determination is based on the current configuration and is
completely independent of and unaware of the configuration that may have been in place when the LDIF data was
initially exported. Neither the LDIF import nor export tools provide any options that specifically target only cached
or only uncached content, but these tools do provide the ability to include or exclude entries using search filters, or to
include or exclude specific attributes.

Server Access Log. Server access log messages may include uncachedDataAcessed=true in the result
message for any operation in which it was necessary to access uncached data in the course of processing the
associated request. For add, delete, modify, or modify DN result messages, uncachedDataAcessed=true
indicates that at least a portion of the new or updated entry was written into the uncached-id2entry database,
or that at least a portion of the updated entry was formerly contained in the uncached-id2entry database. For
compare result messages, it indicates that at least a portion of the target entry was contained in the uncached-
id2entry database and that data from the uncached portion of the entry was required to evaluate the assertion. For
search result messages, it indicates that one or more of the entries evaluated as potential matches contained uncached
data, and that data from the uncached portion of at least one entry was needed in determining what data should be
returned to the client.

Uncached Entry/Attribute Properties. The Directory Server provides three new advanced properties on the Local
DB Backend to control the caching mode for the uncached-id2entry database:

+ uncached-id2entry-cache-mode. Specifies the cache mode that is used when accessing the records in the
uncached-id2entry database. If the system has enough memory available to fully cache the internal nodes
for this database, then cache-keys-only is recommended, otherwise it is better to select no-caching to
minimize the amount of memory required for interacting with the uncached-id2entry database. For more
information, see the PingDirectory Server Configuration Reference.

* uncached-attribute-criteria. Specifies the criteria used to identify attributes that are written into the
uncached-id2entry database, rather than the 1d2entry database. This property is only used for entries in
which the associated uncached-entry-criteria does not indicate that the entire entry should be uncached.
The property applies to all entry writes, including add, soft delete, modify, and modify DN operations, as well as
LDIF import and re-encode processing. Any changes to the property take effect immediately for writes occurring
after the change is made. If no value is specified, then all attributes are written into the id2entry database.

» uncached-entry-criteria. Specifies the criteria used to identify entries that are written into the uncached-
id2entry database, rather than the 1d2entry database. The property applies to all entry writes, including add,
soft delete, modify, and modify DN operations, as well as LDIF import and re-encode processing. Any changes to
the property take effect immediately for writes occurring after the change is made. If no value is specified, then all
entries are written into the id2entry database.

To Configure Uncached Attributes and Entries

The following procedure assumes that the uncached-id2entry-cache-mode property is set to the default
value, cache-keys-only. For more information on the uncached-id2entry cache modes, see the
PingDirectory Server Configuration Reference.



PingDirectory | Tuning the Server | 69

. Run dsconfig to uncache entries that match the criteria. Here, the filter will uncache all entries that have its
location set to "austin" (i.e., 1=austin).

$ bin/dsconfig create-uncached-entry-criteria \

--criteria-name "Fully Uncached l=austin" --type filter-based \

--set enabled:true --set "filter: (l=austin)"
. Run dsconfig to uncache attributes that match the criteria (attribute-type: JjpegPhoto). The —-
type simple option indicates that the simple uncached attribute criteria be used to specify the attribute-type
that should be uncached, which in this example is jpegPhoto. For those entries that are fully stored in the
uncached-id2entry database container, the uncached attribute will be ignored.

$ bin/dsconfig create-uncached-attribute-criteria \
--criteria-name "Uncached jpegPhoto" --type simple \
--set enabled:true --set attribute-type:jpegPhoto

. Set the uncached properties for the userRoot backend.

$ bin/dsconfig set-backend-prop \
--backend-name userRoot \
--set "uncached-entry-criteria:Fully Uncached l=austin" \
--set "uncached-attribute-criteria:Uncached jpegPhoto"

. Run the re-encode-entries tool to initiate a task that causes a local DB userRoot backend to re-encode

all or a specified subset of the entries that it contains. The tool does not alter the entries themselves but provides a
useful mechanism for applying significant changes to the way that entries are stored in the backend. The following
command initiates a task that re-encodes all fully-cached entries in the userRoot backend, rate-limited to no
more than 100 entries per second.

$ bin/re-encode-entries —--hostname directory.example.com —-port 389 \
--bindDN uid=admin, dc=example,dc=com —--bindPassword password \
--backendID userRoot --skipFullyUncachedEntries \
—--skipPartiallyUncachedEntries --ratePerSecond 100
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The out-of-the-box, initial configuration settings for the PingDirectory Server
provide an excellent starting point for most general-purpose Directory Server
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Accessing the Directory Server Configuration

The PingDirectory Server configuration can be accessed and modified in the following ways:

» Using the Administrative Console. The PingDirectory Server provides an Administrative Console for graphical
server management and monitoring. The console provides equivalent functionality as the dsconfig command
for viewing or editing configurations. All configuration changes using this tool are recorded in 1ogs/config-
audit.log, which also has the equivalent reversion commands should you need to back out of a configuration.

* Using the dsconfig Command-Line Tool. The dsconfig tool is a text-based menu-driven interface to the
underlying configuration. The tool runs the configuration using three operational modes: interactive command-line
mode, non-interactive command-line mode, and batch mode. All configuration changes made using this tool are
recorded in logs/config-audit.log.

About dsconfig Configuration Tool

The dsconfig tool is the text-based management tool used to configure the underlying Directory Server
configuration. The tool has three operational modes: interactive mode, non-interactive mode, and batch mode.

The dsconfig tool also offers an offline mode using the --offline option, in which the server does not have to be
running to interact with the configuration. In most cases, the configuration should be accessed with the server running
in order for the server to give the user feedback about the validity of the configuration.

Using dsconfig in Interactive Command-Line Mode

In interactive mode, the dsconfig tool offers a filtering mechanism that only displays the most common
configuration elements. The user can specify that more expert level objects and configuration properties be shown
using the menu system.

Running dsconfig in interactive command-line mode provides a user-friendly, menu-driven interface for accessing
and configuring the PingDirectory Server. To start dsconfig in interactive command-line mode, simply invoke the
dsconfig script without any arguments. You will be prompted for connection and authentication information to the
Directory Server, and then a menu will be displayed of the available operation types.

In some cases, a default value will be provided in square brackets. For example, [389] indicates that the default
value for that field is port 389. You can press Enter to accept the default. To skip the connection and authentication
prompts, provide this information using the command-line options of dsconfig.

To Configure the Server Using dsconfig Interactive Mode

1. Launch the dsconfig tool in interactive command-line mode.

$ bin/dsconfig

2. Next, enter the LDAP connection parameters. Enter the Directory Server host name or IP address, or press Enter
to accept the default.

3. Enter the number corresponding to the type of LDAP connection (1 for LDAP, 2 for SSL, 3 for StartTLS) that you
are using on the Directory Server, or press Enter to accept the default (1).

4. Next, type the LDAP listener port number, or accept the default port. The default port is the port number of the
server local to the tool.

5. Enter the user bind DN (default, cn=Directory Manager) and the bind DN password.

6. On the Directory Server Configuration Console main menu, type a number corresponding to the configuration
that you want to change. Note that the number can change between releases or within the same release, depending
on the options selected (for example, in cases where more expert level objects and and properties are displayed).
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In this example, select the number for Backend. Then, set the dbo—cache-percent to 40%. The optimal cache
percentage depends on your system performance objectives and must be tuned as determined through analysis. In
many cases, the default value chosen by the setup utility is sufficient.

7. On the Backend management menu, enter the number corresponding to view and edit an existing backend.

8. Select the backend to work with. In this example, using the basic object menu, only one backend that can be

viewed in the directory, userRoot. Press Enter to accept the default.

From the Local DB Backend properties menu, type the number corresponding to the db—cache-percent
property.

10. Enter the option to change the value, and then type the value for the db-cache-percent property. In this

11.

example, type 40 for "40 %"
Review the changes, and then type f to apply them.

Before you apply the change, the dsconfig interactive command-line mode provides an option to view the
equivalent non-interactive command based on your menu selections. This is useful in building dsconfig script
files for configuring servers in non-interactive or batch mode. If you want to view the equivalent dsconfig non-
interactive command, type d. For more information, see Getting the Equivalent dsconfig Non-Interactive Mode
Command.

12.In the Backend management menu, type g to quit the dsconfig tool.

To View dsconfig Advanced Properties

For most configuration settings, some properties are more likely to be modified than others. The dsconfig
interactive mode provides an option that hides or shows additional advanced properties that administrators might want
to configure.

1.
2.

Repeat steps 1-9 in the previous section using dsconfig in Interactive Command-Line Mode.

From the Local DB Backend properties menu, type a to display the advanced properties, which toggles any
hidden properties.

Using dsconfig Interactive Mode: Viewing Object Menus

Because some configuration objects are more likely to be modified than others, the PingDirectory Server provides
four different object menus that hide or expose configuration objects to the user. The purpose of object levels is to
simply present only those properties that an administrator will likely use. The Object type is a convenience feature
designed to unclutter menu readability.

The following object menus are available:

Basic. Only includes the components that are expected to be configured most frequently.

Standard. Includes all components in the Basic menu plus other components that might occasionally need to be
altered in many environments.

Advanced. Includes all components in the Basic and Standard menus plus other components that might require
configuration under special circumstances or that might be potentially harmful if configured incorrectly.

Expert. Includes all components in the Basic, Standard, and Advanced menus plus other components that should
almost never require configuration or that could seriously impact the functionality of the server if not properly
configured.

To Change the dsconfig Object Menu

Repeat steps 1-6 in the section using dsconfig in To Install the Directory Server in Interactive Mode.

On the PingDirectory Server configuration main menu, type o (letter “0”) to change the object level. By default,
Basic objects are displayed.

Enter a number corresponding to a object level of your choice: 1 for Basic, 2 for Standard, 3 for Advanced, 4 for
Expert.

View the menu at the new object level. Additional configuration options for the Directory Server components are
displayed.
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Using dsconfig Interactive: Viewing Administrative Alerts

The dsconfig tool and the Administrative Console provide a useful feature that displays notifications for certain
operations that require further administrator action to complete the process. If you change a certain backend
configuration property, the admin action will appear in two places during a dsconfig interactive session: when
configuring the property and before you apply the change. For example, if you change the db-directory property
on the userRoot backend (that is, specify the path to the filesystem path that holds the Oracle Berkeley DB Java
Edition backend files), you will see an admin action reminder during one of the steps (shown below).

The admin action alert will also appear as a final confirmation step. The alert allows you to continue and apply the
change or back out of the configuration if the resulting action cannot be conducted at the present time. For example,
after you type "f" to apply the db—-directory property change, the admin alert message appears:

Enter choice [b]: £
One or more configuration property changes require administrative action or
confirmation/notification.

Those properties include:

* db-directory: Modification requires that the Directory Server be stopped,
the database directory manually relocated, and then the Directory Server
restarted. While the Directory Server is stopped, the directory and files
pertaining to this backend in the old database directory must be manually
moved or copied to the new location.

Continue? Choose 'no' to return to the previous step (yes / no) [yes]:

Currently, only a small set of properties display an admin action alert appear in dsconfig interactive mode and
the Administrative Console. For more information on the properties, see the PingDirectory Server Configuration
Reference.

Using dsconfig in Non-Interactive Mode

The dsconfig non-interactive command-line mode provides a simple way to make arbitrary changes to the
Directory Server by invoking it from the command line. To use administrative scripts to automate configuration
changes, run the dsconfig command in non-interactive mode, which is convenient scripting applications. Note,
however, that if you plan to make changes to multiple configuration objects at the same time, then the batch mode
might be more appropriate.

You can use the dsconfig tool to update a single configuration object using command-line arguments to provide all
of the necessary information. The general format for the non-interactive command line is:

$ bin/dsconfig --no-prompt {globalArgs} {subcommand} {subcommandArgs}

The --no-prompt argument indicates that you want to use non-interactive mode. The {sub-command} is used to
indicate which general action to perform. The {globalArgs} argument provides a set of arguments that specify how
to connect and authenticate to the Directory Server. Global arguments can be standard LDAP connection parameters
or SASL connection parameters depending on your setup. For example, using standard LDAP connections, you can
invoke the dsconfig tool as follows:

$ bin/dsconfig --no-prompt list-backends \
--hostname server.example.com \
--port 389 \
--bindDN uid=admin, dc=example,dc=com \
--bindPassword password

If your system uses SASL GSSAPI (Kerberos), you can invoke dsconfig as follows:

$ bin/dsconfig --no-prompt list-backends \
--saslOption mech=GSSAPI \
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--saslOption authid=admin@example.com \
--saslOption ticketcache=/tmp/krb5cc 1313 \
--saslOption useticketcache=true

The {subcommandArgs} argument contains a set of arguments specific to the particular subcommand that you wish to
invoke. To always display the advanced properties, use the --advanced command-line option.

Note: Global arguments can appear anywhere on the command line (including before the subcommand, and
after or intermingled with subcommand-specific arguments). The subcommand-specific arguments can appear
anywhere after the subcommand.

L=F

To Configure the Server Using dsconfig Non-Interactive Mode

» Use the dsconfig command in non-interactive mode to change the amount of memory used for caching
database contents and to specify common parent DN that should be compacted in the underlying database.

$ bin/dsconfig set-backend-prop \
--backend-name userRoot \
--set db-cache-percent:40 \
--add "compact-common-parent-dn:ou=accts,dc=example,dc=com" \
—-—add "compact-common-parent-dn:ou=subs,dc=example,dc=com"

To View a List of dsconfig Properties

1. Use the dsconfig command with the list-properties option to view the list of all dsconfig properties.
Remember to add the LDAP connection parameters.

$ bin/dsconfig list-properties

2. Use the dsconfig command with the list-properties option and the --complexity <menu level> to view objects
at and below the menu object level. You can also add the --includeDescription argument that includes a synopsis
and description of each property in the output. Remember to add the LDAP connection parameters.

$ bin/dsconfig list-properties --complexity advanced --includeDescription

3. Ifthe server is offline, you can run the command with the --offline option. You do not need to enter the LDAP
connection parameters.

$ bin/dsconfig list-properties --offline --complexity advanced --
includeDescription

You can also view the <server-root>/docs/config-properties.txt that contains the property
information provided with the server.

Getting the Equivalent dsconfig Non-Interactive Mode Command

While the dsconfig non-interactive command-line mode is convenient for scripting and automating processes,
obtaining the correct arguments and properties for each configuration change can be quite time consuming.

To facilitate easy and quick configuration, you can use an option to display the equivalent non-interactive command
using dsconfig interactive mode. The command displays the equivalent dsconfig command to recreate the
configuration in a scripted configuration or to more quickly enter any pending changes on the command line for
another server instance.

Note: There are two other ways to get the equivalent dsconfig command. One way is by looking at the
logs/config-audit.log. It might be more convenient to set the Directory Server up the way you
want and then get the dsconfig arguments from the log. Another way is by configuring an option using
the Administrative Console. The console shows the equivalent dsconfig command prior to applying the
change.

L=F
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To Get the Equivalent dsconfig Non-Interactive Mode Command
1. Using dsconfig in interactive mode, make changes to a configuration but do not apply the changes (that is, do
not enter "f").
2. Enter d to view the equivalent non-interactive command.

3. View the equivalent command (seen below), and then press Enter to continue. For example, based on an example
in the previous section, changes made to the db-cache-percent returns the following:

Command line to apply pending changes to this Local DB Backend:
dsconfig set-backend-prop --backend-name userRoot --set db-cache-percent:40

The command does not contain the LDAP connection parameters required for the tool to connect to the host since
it is presumed that the command would be used to connect to a different remote host.

Using dsconfig Batch Mode

The PingDirectory Server provides a dsconfig batching mechanism that reads multiple dsconfig invocations
from a file and executes them sequentially. The batch file provides advantages over standard scripting by minimizing
LDAP connections and JVM invocations that normally occur with each dsconfig call. Batch mode is the best
method to use with setup scripts when moving from a development environment to test environment, or from a test
environment to a production environment. The --no-prompt option is required with dsconfig in batch mode.

Ifa dsconfig command has a missing or incorrect argument, the command will fail and abort the batch
process without applying any changes to the Directory Server. The dsconfig command supports a ——batch-
continue-on-error option which instructs dsconfig to apply all changes and skip any errors.

You can view the 1logs/config-audit. log file to review the configuration changes made to the Directory
Server and use them in the batch file. The batch file can have blank lines for spacing and lines starting with a pound
sign (#) for comments. The batch file also supports a "\" line continuation character for long commands that require
multiple lines.

The Directory Server also provides a docs/sun-ds-compatibility.dsconfig file for migrations from Sun/
Oracle to PingDirectory Server machines.

To Configure the Directory Server in dsconfig Batch Mode

1. Create a text file that lists each dsconfig command with the complete set of properties that you want to apply
to the Directory Server. The items in this file should be in the same format as those accepted by the dsconfig
command. The batch file can have blank lines for spacing and lines starting with a pound sign (#) for comments.
The batch file also supports a "\" line continuation character for long commands that require multiple lines.

# This dsconfig operation creates the exAccountNumber global attribute
index.

dsconfig create-global-attribute-index

—-—processor—-name ou people dc example dc com-eb-reg-processor
—--index-name exAccountNumber --set prime-index:true

# Here we create the entry-count placement algorithm with the
# default behavior of adding entries to the smallest backend
# dataset first.

dsconfig create-placement-algorithm

-—processor-name ou people dc example dc com-eb-reg-processor
-—-algorithm-name example com entry count

-—-type entry-counter

--set enabled:true

--set "poll-interval:1 m"

# Note that once the entry-count placement algorithm is created
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and enabled, we can delete the round-robin algorithm.

Since an entry-balancing proxy must always have a placement
algorithm, we add a second algorithm and then delete the
original round-robin algorithm created during the setup
procedure.

H o R

dsconfig delete-placement-algorithm
——processor—-name ou people dc example dc com-eb-reg-processor
—--algorithm-name round-robin

2. Use dsconfig with the --batch-file option to read and execute the commands.

About Recurring Tasks and Task Chains

For regular maintenance items that need to be done on the PingDirectory Server, recurring tasks and task chains can
be created with the dsconfig create-recurring-task command. These tasks can be created to perform
regular backups, LDIF exports, enter and exit lockdown mode, or other static operations. Because this process is
owned by the server, tasks do not require special priviledges or credentials, and they can be run when the server is
offline. Tasks are created and then added to a recurring task chain for scheduling. The task chain insures that that
invocations of a task or set of tasks run in a specified order and cannot overlap.

A recurring task includes:

» The task-specific object classes to include in the task entry.

» The task-specific attributes to include in the task entry, if any.
*  Whether to alert on task start, success, and/or failure.

* Any addresses to email on task start, success, and/or failure.

*  Whether to cancel an instance of the task if it is dependent upon another task, and that task does not complete
successfully.

Once a task is created, one or more tasks can be added to and scheduled with a task chain with the dsconfig
create-recurring-task-chain command. A recurring task chain includes:

* An ordered list of the tasks to invoke.

* The months, days, times, and time zones in which the task can be scheduled to start.
» The behavior to exhibit if any of the tasks are interrupted by a server shutdown.

* The behavior to exhibit if the server is offline when the start time occurs.

LDIF Export as a Recurring Task

For new installations, LDIF exports occur by default every day at 1:05 a.m. (in the JVM's default time zone, which
is generally the time zone configured for the underlying system). At this time, the server will export the contents of
each non-administrative backend to a file in the server root "1dif" directory. The LDIF exports are compressed and
encrypted, if the global configuration is set to encrypt LDIF exports by default (which is enabled if encryption is
configured during setup). The LDIF exports are rate limited to ten megabytes per second to minimize the impact on
server performance, and exports are retained for seven days.

The recurring task chain is created in instances that are updated to this release, but is not enabled by default. LDIF
export can export multiple backends in the same recurring task. The backend-1id property can include multiple
backends, or an exclude-backend-id property can exclude one or more backends. These optional properties are
mutually exclusive, so only one can be provided.

» Ifthe backend-id property has one or more values, only the backends with those IDs will be exported.

+ Ifthe exclude-backend-id property has one or more values, all public backends (all backends containing
user-supplied data) except those listed will be exported.

* Ifneither the backend-id property nor the exclude-backend-id property supply values, all public
backends will be exported.
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Lockdown Mode as a Recurring Task

Recurring tasks can be created to place the server in lockdown mode and take the server out of lockdown mode. These
tasks are useful for scheduling other tasks while the server is mostly idle and not accepting connections from clients.

While in lockdown mode, the server will report itself as unavailable, and will also reject requests from any user that
doesn't have the 1ockdown-mode privilege. The recommended flow for a recurring task chain that uses lockdown
mode would be:

1. Enter lockdown mode task.

2. Delay task that waits for the work queue to report that the server is idle.
3. Desired tasks to perform while the server is in lockdown mode.

4. Leave lockdown mode task.

The enter and leave lockdown mode tasks each have one optional property that can be used to supply a description for
why that the server is being placed in this mode.

File Retention Recurring Task

A recurring task can be configured to remove files in a specified directory that match a given pattern, excluding files
that match count-based, time-based, or space-based retention criteria. If any files are to be removed, the oldest files
will be removed before the most recent file.

If the filename pattern includes a "$ {timestamp} " element, then that timestamp will be used to identify the

file's age. If the filename pattern does not include a timestamp, then the file's age will be determined using the file's
creation time if that is available, or the last modified time if the creation time is not available. If a file's age cannot be
determined, that file will not be removed.

If multiple files have the same age, lexicographic ordering is used to differentiate between them. Lexicographic
ordering is only applicable for files with no retain-file-age property configured, or for files that are older than
that age. If there are multiple files with the same age, but that age is younger than the retain-file-age value,
then those files will be retained.

At least one of the retain-file-count, retain-file-age, or retain-aggregate-file-size
properties must be specified.

To Create a Recurring Task and Task Chain
Use dsconfig to create one or more tasks and then add them to a task chain for scheduling.

1. Create a task. The following creates a backup task.

$ bin/dsconfig create-recurring-task \
--task-name backup-1 \
--type backup \
--set 'email-on-failure:admin2@company.com' \
--set 'email-on-failure:admin@company.com' \
--set compress:true \
--set encrypt:true \
--set "retain-previous-full-backup-age:4 w" \
--set retain-previous-full-backup-count:10

2. Create a task chain to schedule and run recurring tasks.

$ bin/dsconfig create-recurring-task-chain \
-—-chain-name "backup chain" \
--set recurring-task:backup-1 \
--set scheduled-date-selection-type:selected-days-of-the-month \
--set scheduled-day-of-the-month:last-day-of-the-month \
--set scheduled-time-of-day:02:00
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Exec Tasks

Exec tasks allow administrators and external users to execute a specified command on the server once or as recurring
tasks. The server has a number of restrictions to safeguard the use of these commands and ensure that they cannot be
used by unauthorized individuals. The set of commands that can be executed is also limited. One of these restrictions
is that the absolute path to the command to execute must be listed in the <server-root>/config/exec-—
command-whitelist.txt file. Other safeguards and requirements include:

» The global configuration must be updated to allow the exec task. The server does not permit it by default. The
following configuration change enables this:

$ bin/dsconfig set-global-configuration-prop \
—--add allowed-task:com.unboundid.directory.server.tasks.ExecTask

» The user scheduling the task must have the exec-task privilege. The server does not grant permission to run
this task to any user by default, not even root users. The following configuration changes grant the exec-task
privilege to a single root user, all root users, or a single non-root user:

$ bin/dsconfig set-root-dn-user-prop --user-name "{username}" \
--add privilege:exec-task

$ bin/dsconfig set-root-dn-prop \
--add default-root-privilege-name:exec-task

dn: {userdn}

changetype: modify

add: ds-privilege-name
ds-privilege-name: exec-task

The schedule-exec-task tool can be used to create an exec task from the command line. For example, the
following command can be used to schedule an exec task to run the verify-index tool to check the integrity of
the cn index in the backend that hosts "dc=example, dc=com", assuming that the server is installed in /ds:

$ bin/schedule-exec-task --hostname directory.example.com \
--port 389 \
--bindDN uid=admin, dc=example,dc=com \
--promptForBindPassword \
-—-waitForCompletion \
--logCommandOutput \
/ds/bin/verify-index --baseDN dc=example,dc=com --index cn

Topology Configuration

Topology configuration enables grouping servers and mirroring configuration changes automatically. It uses a master/
slave architecture for mirroring shared data across the topology. All writes and updates are forwarded to the master,
which forwards them to all other servers. Reads can be served by any server in the group. Servers can be added to an
existing topology at installation.

E Note: To remove a server from the topology, it must be uninstalled with the uninstall tool.

Topology Master Requirements and Selection

A topology master server receives any configuration change from other servers in the topology, verifies the change,
then makes the change available to all connected servers. The master always sends a digest of its subtree contents on
each update. If the node has a different digest than the master, it knows it's not synchronized. The servers will pull the
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entire subtree from the master if they detect that they are not synchronized. A server may detect it is not synchronized
with the master under the following conditions:

» At the end of its periodic polling interval, if a server's subtree digest differs from that of its master, then it knows
it's not synchronized.
+ If one or more servers have been added to or removed from the topology, the servers will not be synchronized.

The master of the topology is selected by prioritizing servers by minimum supported product version, most available,
newest server version, earliest start time, and startup UUID (a smaller UUID is preferred).

After determining a master, the topology data is reviewed from all available servers (every five seconds by default) to
determine if any new information makes a server better suited to being the master. If a new server can be the master, it
will communicate that to the other servers, if no other server has advertised that it should be the master. This ensures
that all servers accept the same master at approximately the same time (within a few milliseconds of each other). If
there is no better master, the initial master maintains the role.

After the best master has been selected for the given interval, the following conditions are confirmed:

* A majority of servers is reachable from that master. (The master server itself is considered while determining this
majority.)
* There is only a single master in the entire topology.

If either of these conditions is not met, the topology is without a master and the peer polling frequency is reduced
to 100 milliseconds to find a new master as quickly as possible. If there is no master in the topology for more than
one minute, amirrored-subtree-manager-no-master- found alarm is raised. If one of the servers
in the topology is forced as master with the force-as-master-for-mirrored-data option in the Global
Configuration object, amirrored-subtree-manager-forced-as-master-warning warning alarm is
raised. If multiple servers have been forced as masters, then amirrored-subtree-manager-forced-as-
master-error critical alarm will be raised.

Topology Components

When a server is installed, it can be added to an existing topology, which will clone the server's configuration.
Topology settings are designed to operate without additional configuration. If required, some settings can be adjusted
to fit the needs of the environment.

Server configuration settings

Configuration settings for the topology are configured in the Global Configuration and in the Config File Handler
Backend. Though they are topology settings, they are unique to each server and are not mirrored. Settings must be
kept the same on all servers.

The Global Configuration object contains a single topology setting, force-as-master-formirrored- data. This should be
set to true on only one of the servers in the topology, and is used only if a situation occurs where the topology cannot
determine a master because a majority of servers is not available. A server with this setting enabled will be assigned
the role of master, if no suitable master can be determined.

The Config File Handler Backend defines three topology (mirrored-subtree) settings:

* mirrored-subtree-peer-polling-interval — Specifies the frequency at which the server polls its
topology peers to determine if there are any changes that may warrant a new master selection. A lower value will
ensure a faster failover, but it will also cause more traffic among the peers. The default value is five seconds. If no
suitable master is found, the polling frequency is adjusted to 100 milliseconds until a new master is selected.

* mirrored-subtree-entry-update-timeout — Specifies the maximum length of time to wait for an
update operation (add, delete, modify or modify-dn) on an entry to be applied by the master on all of the servers in
the topology. The default is 10 seconds. In reality, updates can take up to twice as much time as this timeout value
if master selection is in progress at the time the update operation was received.

* mirrored-subtree-search-timeout — Specifies the maximum length of time in milliseconds to wait for
search operations to complete. The default is 10 seconds.

Topology settings
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Topology meta-data is stored under the cn=topology, cn=config subtree and cluster data is stored under the
cn=cluster, cn=config subtree. The only setting that can be changed is the cluster name.

Monitor Data for the Topology

Each server has a monitor that exposes that server's view of the topology in its monitor backend, so that peer servers
can periodically read this information to determine if there are changes in the topology. Topology data includes the
following:

e The server ID of the current master, if the master is not known.

* The instance name of the current master, or if a master is not set, a description stating why a master is not set.
* A flag indicating if this server thinks that it should be the master.

» A flag indicating if this server is the current master.

* A flag indicating if this server was forced as master.

* The total number of configured peers in the topology group.

» The peers connected to this server.

» The current availability of this server.

» A flag indicating whether or not this server is not synchronized with its master, or another node in the topology if
the master is unknown.

* The amount of time in milliseconds where multiple masters were detected by this server.
* The amount of time in milliseconds where no suitable server is found to act as master.
* A SHA-256 digest encoded as a base-64 string for the current subtree contents.

The following metrics are included if this server has processed any operations as master:

» The number of operations processed by this server as master.

* The number of operations processed by this server as master that were successful.

* The number of operations processed by this server as master that failed to validate.

* The number of operations processed by this server as master that failed to apply.

» The average amount of time taken (in milliseconds) by this server to process operations as the master.

* The maximum amount of time taken (in milliseconds) by this server to process an operation as the master.

Updating the Server Instance Listener Certificate

To change the SSL certificate for the server, update the keystore and truststore files with the new certificate. The
certificate file must have the new certificate in PEM-encoded format, such as:

MIIDKTCCAhGgAwWIBAgIEacgGrDANBgkghkiGIwOBAQSFADBFMRAWHAYDVQOQOKExVVbmIvAW5kSUQGQ2VydGlmaWN}
GUxIzAhBgNVBAMTGnZtLW117ZG11bS03My51bmIvdW5kaWQubGFiMB4XDTE1MTAXM]E1MzUOOFoXDTMIMTAWNZEL!
UOOFowRTEeMBWGA1UEChMVVW51b3VuZE1EIEN]cnRpZmlj YXRIMSMwIQYDVQODExp2bS1t ZWRpAWO tNzMudWw51ib:

uZGlkILmxhYjCCASIwDQYJKoZ IThvcNAQEBBQADggEPADCCAQOCggEBAKNAtAN309YW6CrOhivwVDxJIqF6+aEi9TIr!
GFYLSrggRNXsiAOfWkSMWAIC5vyF50J9D1IgvHL40OugP/
YNEGzKDkgr6oMwtUeVSK14+dCixygdGCOnY7k+f0WSCHt
IHzrmc4WWdrZXmgb
+gvOLupS30JGOFXtcbGkYpjaKXIEgMg4ekz3B5cAVEOSQUFYXEAN4rWOn96nVEkb2CstbiPzA

gne2tu7pad6SGFOWOUF7v018XY1Im2WHBIoDOWC8nOVLTGOzFUavaOxt1ltlT1hClkI4HRMNg8n2EtSTdQRi zKuw9l
TXJBb6Kfvnp/
nI73VHRyt47wUVueehEDfLtDP8pMCAWEAAaMhMB8wHQYDVROOBBYEFMrwiWx12K+yd9+Y650Kn0g5
JITgMAOGCSqGSIb3DQEBCWUAA4 IBAQBpsBYodblUGew+Hewqt021i8Wt+vAbt312zM5/
kRvo6/+iPEASTvZdCzIBcgl

etxKGKeCQOGPeHr42+erakiwmGD1UTYrU3LUSpTGTDLUR2I11TTS5x1EhCWIGWipW4g3P13cX/9m2ffY/
JLYDfTJao
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JvnXrh75g719skkHjWZQgOHX1kPLx5TXxFGhAoVE1D4gLVRWGohdpWDrIgFhODVfoyAnlWs9ICCXdRayajFI4Lco]
m6SA5+25Y9nno8BhVPf4g50W6+UDCc8MsLbBsxpwvR6RIScv3ypfOriTehJdsG
+92D07YeqVsTVGWA1IW3PiSd9bYP/8
yu9Cy+0MEfcWcSeAE
————— END CERTIFICATE-----

If clients that already have a secure connection established with this server need to be maintained, information about
both certificates can reside in the same file (each with their own begin and end headers and footers).

After the keystore and truststore files are updated, run the following dsconfig command to update the server's
certificate in the topology registry:

$ bin/dsconfig set-server-instance-listener-prop \
--instance-name server-instance-name \
--listener-name ldap-listener-mirrored-config \
—--set listener-certificate<path-to-new-certificate-file

The listener-certificate in the topology registry is like a trust store. The public certificates that it has are
automatically trusted by the local server. When the local server attempts a secure LDAP connection to a peer, and
the peer presents it with its certificate, the local server will check the 1istener-certificate property for that
server in the topology registry. If the property contains the peer server's certificate, the local server will trust the peer.

Remove the Self-signed Certificate

The server is installed with a self-signed certificate and key (ads-certificate), which are used for internal
purposes such as replication authentication, inter-server authentication in the topology registry, reversible password
encryption, and encrypted backup or LDIF export. The ads-certificate lives in the keystore file called ads—
truststore under the server’s /config directory. If your deployment requires removing the self-signed
certificate, it can be replaced.

The certificate is stored in the topology registry, which enables replacing it on one server and having it mirrored to
all other servers in the topology. Any change is automatically mirrored on other servers in the topology. It is stored in
human-readable PEM-encoded format and can be updated with dsconfig. The following general steps are required to
replace the self-signed certificate:

1. Prepare a new keystore with the replacement key-pair.

2. Update the server configuration to use the new certificate by adding it to the server’s list of certificates in the
topology registry so that it is trusted by other servers.

3. Update the server’s ads-truststore file to use the new key-pair.

4. Retire the old certificate by removing it from the topology registry.

Note: Replacing the entire key-pair instead of just the certificate associated with the original private key can
make existing backups and LDIF exports invalid. This should be performed immediately after setup or before
the key-pair is used. After the first time, only the certificate associated with the private key should have to be
changed, for example, to extend its validity period or replace it with a certificate signed by a different CA.

Qi

Prepare a New Keystore with the Replacement Key-pair

The self-signed certificate can be replaced with an existing key-pair, or the certificate associated with the original key-
pair can be used.

To Use an Existing Key-pair

If a private key and certificate(s) in PEM-encoded format already exist, both the original private key and self-signed
certificate can be replaced in ads-truststore with the manage-certificates tool.

* The following command imports the keystore file, ads-truststore.new.
$ bin/manage-certificates import-certificate \

--keystore ads-truststore.new \
-—-keystore-type JKS \
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--keystore-password-file ads-truststore.pin \
--alias ads-certificate \

--private-key-file existing.key \
--certificate-file existing.crt \
--certificate-file intermediate.crt \
—--certificate-file root-ca.crt

The certificates listed using the ——certificate—-file options must be ordered so that each subsequent certificate
is the issuer for the previous one. So the server certificate comes first, the intermediate certificates next (if any), and
the root CA certificate last.

To Use the Certificate Associated with the Original Key-pair

The certificate associated with the original server-generated private key can be replaced with the following
commands:

1. Create a CSR for the ads-certificate:

$ bin/manage-certificates generate-certificate-signing-request \
--keystore ads-truststore \
--keystore-type JKS \
--keystore-password-file ads-truststore.pin \
-—-alias ads-certificate \
--use-existing-key-pair \
--subject-dn "CN=ldap.example.com,O=Example Corporation,C=US" \
--output-file ads.csr

2. Submit ads.csr to a CA for signing.

3. Export the server’s private key into ads . key:

$ bin/manage-certificates export-private-key \
--keystore ads-truststore \
--keystore-password-file ads-truststore.pin \
--alias ads-certificate \
--output-file ads.key

4. Import the certificates obtained from the CA (the CA-signed server certificate, any intermediate certificates, and
root CA certificate) into ads—-truststore.new:

$ bin/manage-certificates import-certificate \
--keystore ads-truststore.new \
-—keystore-type JKS \
--keystore-password-file ads-truststore.pin \
--alias ads-certificate \
--private-key-file ads.key \
-—certificate-file new-ads.crt \
--certificate-file intermediate.crt \
—--certificate-file root-ca.crt

To Update the Server Configuration to Use the New Certificate

To update the server to use the desired key-pair, the inter-server-certificate property for the server
instance must first be updated in the topology registry. The old and the new certificates may appear within their
own begin and end headers in the inter-server-certificate property to support transitioning from the old
certificate to the new one.

1. Export the server’s old ads-certificate into old-ads.crt::

$ bin/manage-certificates export-certificate \
--keystore ads-truststore \
--keystore-password-file ads-truststore.pin \
-—-alias ads-certificate \
-—-export-certificate-chain \
--output-file old-ads.crt
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2. Concatenate the old, new certificate, and issuer certificates into one file. On Windows, an editor like notepad can
be used. On Unix platforms, use the following command:

S cat old-ads.crt new-ads.crt intermediate.crt root-ca.crt > chain.crt

3. Update the inter-server-certificate property for the server instance in the topology registry using
dsconfig:

$ bin/dsconfig -n set-server-instance-prop \
--instance-name instance-name \
--set “inter-server-certificate<chain.crt”

To Update the ads-truststore File to Use the New Key-pair

The server will still use the old ads-certificate. When the new ads-certificate needs to go into effect,
the old ads-truststore file must be replaced with ads-truststore.new in the server’s config directory.

*  Move the file.

$ mv ads-truststore.new ads-truststore

To Retire the Old Certificate

The old certificate is retired by removing it from the topology registry when it has expired. All existing encrypted
backups and LDIF exports are not affected because the public key in the old and new server certificates are the same,
and the private key will be able to decrypt them.

» Perform the following commands:
$ cat new-ads.crt intermediate.crt root-ca.crt<chain.crt

$ bin/dsconfig -n set-server-instance-prop \
--instance-name instance-name \
--set “inter-server-certificate<chain.crt”

Using the Configuration API

PingDirectory Server provides a Configuration API, which may be useful in situations where using LDAP to
update the server configuration is not possible. The API is consistent with the System for Cross-domain Identity
Management (SCIM) 2.0 protocol and uses JSON as a text exchange format, so all request headers should allow the
application/json content type.

The server includes a servlet extension that provides read and write access to the server’s configuration over HTTP.
The extension is enabled by default for new installations, and can be enabled for existing deployments by simply
adding the extension to one of the server’s HTTP Connection Handlers, as follows:

$ bin/dsconfig set-connection-handler-prop \
--handler-name "HTTPS Connection Handler" \
—--add http-servlet-extension:Configuration

The API is made available on the HTTPS Connection handler’s host:port in the /config context. Due to the
potentially sensitive nature of the server’s configuration, the HTTPS Connection Handler should be used for hosting
the Configuration extension.

Authentication and Authorization with the Configuration API

Clients must use HTTP Basic authentication to authenticate to the Configuration API. If the username value is not a
DN, then it will be resolved to a DN value using the identity mapper associated with the Configuration servlet. By
default, the Configuration API uses an identity mapper that allows an entry’s UID value to be used as a username. To
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customize this behavior, either customize the default identity mapper, or specify a different identity mapper using the
Configuration servlet’s identity-mapper property. For example:

$ bin/dsconfig set-http-servlet-extension-prop \
-—extension-name Configuration \
--set "identity-mapper:Alternative Identity Mapper”

To access configuration information, users must have the appropriate privileges:

* To access the cn=config backend, users must have the bypass-acl privilege or be allowed access to the
configuration using an ACI.

* To read configuration information, users must have the config-read privilege.

» To update the configuration, users must have the config-write privilege.

Relationship Between the Configuration APl and the dsconfig Tool

The Configuration API is designed to mirror the dsconfig tool, using the same names for properties and object
types. Property names are presented as hyphen case in dsconfig and as camel-case attributes in the APIL. In API
requests that specify property names, case is not important. Therefore, baseDN is the same as baseDn. Object

types are represented in hyphen case. API paths mirror what is in dsconfig. For example, the dsconfig list-
connection-handlers command is analogous to the API's /config/connection-handlers path. Object
types that appear in the schema URNSs adhere to a t ype : subtype syntax. For example, a Local DB Backend's
schema URN is urn:unboundid: schemas:configuration:2.0:backend:local-db. Like the
dsconfig tool, all configuration updates made through the API are recorded in 1ogs/config-audit.log.

The API includes the filter, sort, and pagination query parameters described by the SCIM specification. Specific
attributes may be requested using the attributes query parameter, whose value must be a comma-delimited list of
properties to be returned, for example attributes=baseDN, description. Likewise, attributes may be
excluded from responses by specifying the excludedAttributes parameter.

Operations supported by the API are those typically found in REST APIs:

HTTP Method Description Related dsconfig Example
GET Lists the properties of an object when used get-backend-prop, list-backends,
with a path representing an object, such as / get-global-configuration-prop

config/global-configuration or /
config/backends/userRoot. Can also
list objects when used with a path representing a
parent relation, such as /config/backends.

POST Creates a new instance of an object whenused  create-backend
with a relation parent path, such as /config/
backends.
PUT Replaces the existing properties of an object. A set-backend-prop, set-global-

PUT operation is similar to a PATCH operation, configuration-prop
except that the PATCH identifies the difference

between an existing target object and a supplied

source object. Only those properties in the

source object are modified in the target object.

The target object is specified using a path, such

as /config/backends/userRoot.

PATCH Updates the properties of an existing object set-backend-prop, set-global-
when used with a path representing an object, configuration-prop
such as /config/backends/userRoot.

DELETE Deletes an existing object when used with a delete-backend
path representing an object, such as /config/
backends/userRoot.
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The OPTIONS method can also be used to determine the operations permitted for a particular path.

Object names, such as userRoot in the Description column, must be URL-encoded for use in the path segment of a
URL. For example, $20 must be used in place of spaces, and $25 is used in place of the percent (%) character. The
URL for accessing the HTTP Connection Handler object is:

/config/connection-handlers/http%$20connection%20handler

GET Example

The following is a sample GET request for information about the userRoot backend:

GET /config/backends/userRoot
Host: example.com:5033
Accept: application/scim+json

The response:

{
"schemas": [
"urn:unboundid:schemas:configuration:2.0:backend:local-db"

]

4
"id": "userRoot",
"meta": {
"resourceType": "Local DB Backend",
"location": "http://localhost:5033/config/backends/userRoot"
}y
"backendID": "userRoot2",
"backgroundPrime": "false",
"backupFilePermissions": "700",
"baseDN": [

"dc=example2,dc=com"

I

"checkpointOnCloseCount": "2",
"cleanerThreadWaitTime": "120000",
"compressEntries": "false",
"continuePrimeAfterCacheFull": "false",
"dbBackgroundSyncInterval”: "1 s",
"dbCachePercent": "10",

"dbCacheSize": "0 b",
"dbCheckpointerBytesInterval”™: "20 mb",
"dbCheckpointerHighPriority": "false",
"dbCheckpointerWakeupInterval”: "1 m",
"dbCleanOnExplicitGC": "false",
"dbCleanerMinUtilization": "75",
"dbCompactKeyPrefixes": "true",
"dbDirectory": "db",
"dbDirectoryPermissions": "700",
"dbEvictorCriticalPercentage": "0",
"dbEvictorLruOnly": "false",
"dbEvictorNodesPerScan": "10",
"dbFileCacheSize": "1000",
"dbImportCachePercent": "60",
"dbLogFileMax": "50 mb",
"dbLoggingFileHandlerOn": "true",
"dbLoggingLevel": "CONFIG",
"dbNumCleanerThreads": "0",
"dbNumLockTables": "0",
"dbRunCleaner": "true",

"dbTxnNoSync": "false",
"dbTxnWriteNoSync": "true",
"dbUseThreadLocalHandles": "true",

"deadlockRetryLimit": "10",
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"defaultCacheMode": "cache-keys—-and-values",
"defaultTxnMaxLockTimeout": "10 s",

"defaultTxnMinLockTimeout": "10 s",

"enabled": "false",

"explodedIndexEntryThreshold": "4000",

"exportThreadCount": "0",

"externalTxnDefaultBackendLockBehavior": "acquire-before-retries",
"externalTxnDefaultMaxLockTimeout": "100 ms",
"externalTxnDefaultMinLockTimeout": "100 ms",
"externalTxnDefaultRetryAttempts": "2",

"hashEntries": "false",

"id2childrenIndexEntryLimit": "66",

"importTempDirectory": "import-tmp",

"importThreadCount": "16",

"indexEntryLimit": "4000",

"isPrivateBackend": "false",

"javaClass": "com.unboundid.directory.server.backends.jeb.BackendImpl",
"jeProperty": [

"je.cleaner.adjustUtilization=false",
"je.nodeMaxEntries=32"
I
"numRecentChanges": "50000",
"offlineProcessDatabaseOpenTimeout": "1 h",
"primeAllIndexes": "true",
"primeMethod": [
"none"
I
"primeThreadCount": "2",
"primeTimeLimit": "0 ms",
"processFiltersWithUndefinedAttributeTypes": "false",
"returnUnavailableForUntrustedIndex": "true",
"returnUnavailableWhenDisabled": "true",
"setDegradedAlertForUntrustedIndex": "true",
"setDegradedAlertWhenDisabled": "true",
"subtreeDeleteBatchSize": "5000",
"subtreeDeleteSizeLimit": "5000",
"uncachedId2entryCacheMode": "cache-keys-only",
"writabilityMode": "enabled"
}

GET List Example

The following is a sample GET request for all local backends:

GET /config/backends/
Host: example.com:5033
Accept: application/scim+json

The response (which has been shortened):

{
"schemas": [
"urn:ietf:params:scim:api:messages:2.0:ListResponse"”
I
"totalResults": 24,
"Resources": [
{
"schemas": [
"urn:unboundid:schemas:configuration:2.0:backend:1dif"
I
"id": "adminRoot",
"meta": {
"resourceType": "LDIF Backend",
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"location": "http://localhost:5033/config/backends/adminRoot"
by
"backendID": "adminRoot",
"backupFilePermissions": "700",
"baseDN": [

"cn=topology,cn=config"
1y
"enabled": "true",
"isPrivateBackend": "true",
"javaClass":
"com.unboundid.directory.server.backends.LDIFBackend",

"1difFile": "config/admin-backend.ldif",
"returnUnavailableWhenDisabled": "true",
"setDegradedAlertWhenDisabled": "false",
"writabilityMode": "enabled"

b

{
"schemas": [

"urn:unboundid:schemas:configuration:2.0:backend:trust-store"

I

"id": "ads-truststore",
"meta": {
"resourceType": "Trust Store Backend",
"location": "http://localhost:5033/config/backends/ads-
truststore"
}y
"backendID": "ads-truststore",
"backupFilePermissions": "700",
"baseDN": [

"cn=ads-truststore"
I
"enabled": "true",
"jJavaClass":
"com.unboundid.directory.server.backends.TrustStoreBackend",

"returnUnavailableWhenDisabled": "true",
"setDegradedAlertWhenDisabled": "true",
"trustStoreFile": "config/server.keystore",
VErUSEStor@Pint g Wiwessierssirssel
"trustStoreType": "JKS",
"writabilityMode": "enabled"

by

{
"schemas": [

"urn:unboundid:schemas:configuration:2.0:backend:alarm"

I

"id": "alarms",
"meta": {
"resourceType": "Alarm Backend",
"location": "http://localhost:5033/config/backends/alarms"

s

PATCH Example

Configuration can be modified using the HTTP PATCH method. The PATCH request body is a JSON object formatted
according to the SCIM patch request. The Configuration API, supports a subset of possible values for the path
attribute, used to indicate the configuration attribute to modify.

The configuration object's attributes can be modified in the following ways. These operations are analogous to the
dsconfig modify-[object] options.

* An operation to set the single-valued description attribute to a new value:
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"op" : "replace",
"path" : "description",
"value" : "A new backend."

}

is analogous to:

$ dsconfig set-backend-prop
--backend-name userRoot \
--set "description:A new backend"

An operation to add a new value to the multi-valued jeProperty attribute:

{

"Op" : lladdll ,
"path" : "jeProperty",
"value" : "je.env.backgroundReadLimit=0"

}

is analogous to:

$ dsconfig set-backend-prop --backend-name userRoot \
—--add je-property:je.env.backgroundReadLimit=0

An operation to remove a value from a multi-valued property. In this case, path specifies a SCIM filter identifying
the value to remove:

"Op" : "remove ",
"path" : "[jeProperty eq \"je.cleaner.adjustUtilization=false\"]"
}

is analogous to:

$ dsconfig set-backend-prop --backend-name userRoot \

—-—-remove je-property:je.cleaner.adjustUtilization=false
A second operation to remove a value from a multi-valued property, where the path specifies both an attribute to
modify, and a SCIM filter whose attribute is value:

{
"op" : "remove",
"path" : "jeProperty[value eq \"je.nodeMaxEntries=32\"]"

}

is analogous to:

$ dsconfig set-backend-prop --backend-name userRoot \
—--remove je-property:je.nodeMaxEntries=32

An option to remove one or more values of a multi-valued attribute. This has the effect of restoring the attribute's
value to its default value:

"op" : "remove",
"path" : "id2childrenIndexEntryLimit"
}

is analogous to:

$ dsconfig set-backend-prop --backend-name userRoot \
—--reset id2childrenIndexEntryLimit
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The following is the full example request. The API responds with the entire modified configuration object, which
may include a SCIM extension attribute urn:unboundid: schemas:configuration:messages containing
additional instructions:

PATCH /config/backends/userRoot
Host: example.com:5033
Accept: application/scim+json

{

"schemas" : [ "urn:ietf:params:scim:api:messages:2.0:PatchOp" 1,
"Operations"™ : [ {

"op" : "replace",

"path" : "description",

"value" : "A new backend."
oo Ao

"op" : "add",

"path" : "JjeProperty",

"value" : "je.env.backgroundReadLimit=0"
boo Ao

"op" : "remove",

"path" : "[jeProperty eq \"je.cleaner.adjustUtilization=false\"]"
oo A

"op" : "remove",

"path" : "jeProperty[value eq \"je.nodeMaxEntries=32\"]"
boo Ao

"op" : "remove",

"path" : "id2childrenIndexEntryLimit"

bl
}

Example response:

{

"schemas": [
"urn:unboundid:schemas:configuration:2.0:backend:local-db"

1y

"id": "userRoot2",
"meta": {
"resourceType": "Local DB Backend",
"location": "http://example.com:5033/config/backends/userRoot2"
}s
"backendID": "userRoot2",
"backgroundPrime": "false",
"backupFilePermissions": "700",
"baseDN": [

"dc=example2,dc=com"
1,
"checkpointOnCloseCount": "2",
"cleanerThreadWaitTime": "120000",
"compressEntries": "false",
"continuePrimeAfterCacheFull": "false",
"dbBackgroundSyncInterval": "1 s",
"dbCachePercent": "10",
"dbCacheSize": "0 b",
"dbCheckpointerBytesInterval": "20 mb",
"dbCheckpointerHighPriority": "false",
"dbCheckpointerWakeupInterval”: "1 m",
"dbCleanOnExplicitGC": "false",
"dbCleanerMinUtilization": "75",
"dbCompactKeyPrefixes": "true",
"dbDirectory": "db",
"dbDirectoryPermissions": "700",
"dbEvictorCriticalPercentage": "0",



"dbEvictorLruOnly": "false",
"dbEvictorNodesPerScan": "10",
"dbFileCacheSize": "1000",
"dbImportCachePercent": "60",
"dbLogFileMax": "50 mb",
"dbLoggingFileHandlerOn": "true",
"dbLoggingLevel": "CONFIG",
"dbNumCleanerThreads": "0",
"dbNumLockTables": "0",

"dbRunCleaner": "true",

"dbTxnNoSync": "false",
"dbTxnWriteNoSync": "true",
"dbUseThreadLocalHandles": "true",
"deadlockRetryLimit": "10",
"defaultCacheMode": "cache-keys—-and-values",
"defaultTxnMaxLockTimeout": "10 s",
"defaultTxnMinLockTimeout": "10 s",
"description": "123", "enabled": "false",
"explodedIndexEntryThreshold": "4000",
"exportThreadCount": "0",

"externalTxnDefaultBackendLockBehavior": "acquire-before-

"externalTxnDefaultMaxLockTimeout": "100 ms",
"externalTxnDefaultMinLockTimeout": "100 ms",
"externalTxnDefaultRetryAttempts": "2",
"hashEntries": "false",
"importTempDirectory": "import-tmp",
"importThreadCount": "16",

"indexEntryLimit": "4000",
"isPrivateBackend": "false",
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retries",

"javaClass": "com.unboundid.directory.server.backends.jeb.BackendImpl",

"jeProperty": [ "\"je.env.backgroundReadLimit=0\""
I
"numRecentChanges": "50000",
"offlineProcessDatabaseOpenTimeout": "1 h",
"primeAllIndexes": "true",
"primeMethod": [
"none"
I
"primeThreadCount": "2",
"primeTimeLimit": "0 ms",
"processFiltersWithUndefinedAttributeTypes": "false",
"returnUnavailableForUntrustedIndex": "true",
"returnUnavailableWhenDisabled": "true",
"setDegradedAlertForUntrustedIndex": "true",
"setDegradedAlertWhenDisabled": "true",
"subtreeDeleteBatchSize": "5000",
"subtreeDeleteSizeLimit": "5000",
"uncachedId2entryCacheMode": "cache-keys-only",
"writabilityMode": "enabled",
"urn:unboundid:schemas:configuration:messages:2.0": {
"requiredActions": [
{
"property": "jeProperty",
"type": "componentRestart",

"synopsis": "In order for this modification to take effect,
the component must be restarted, either by disabling and

re-enabling it, or by restarting the server"

"property": "id2childrenIndexEntryLimit",
"type": "other",
"synopsis": "If this limit is increased, then the contents

of the backend must be exported to LDIF and re-imported to
allow the new limit to be used for any id2children keys
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that had already hit the previous limit."

Configuration API Paths

The Configuration API is available under the /config path. A full listing of supported sub-paths is available by
accessing the base /config/ResourceTypes endpoint:

GET /config/ResourceTypes
Host: example.com:5033
Accept: application/scim+json

Sample response (abbreviated):

{
"schemas": [
"urn:ietf:params:scim:api:messages:2.0:ListResponse"”
I
"totalResults": 520,
"Resources": [
{
"schemas": [
"urn:ietf:params:scim:schemas:core:2.0:ResourceType"

I

"id": "dsee-compat-access-control-handler",
"name": "DSEE Compat Access Control Handler",
"description": "The DSEE Compat Access Control

Handler provides an implementation that uses syntax
compatible with the Sun Java System Directory Server
Enterprise Edition access control handler.",

"endpoint": "/access-control-handler",
"meta": {
"resourceType": "ResourceType",
"location": "http://example.com:5033/config/ResourceTypes/dsee-compat-—

access—-control-handler"
}
b
{

"schemas": [
"urn:ietf:params:scim:schemas:core:2.0:ResourceType"
1y

"id": "access-control-handler",
"name": "Access Control Handler",
"description": "Access Control Handlers manage the

application-wide access control. The server's access

control handler is defined through an extensible

interface, so that alternate implementations can be created.

Only one access control handler may be active in the server
at any given time.",

"endpoint": "/access-control-handler",
"meta": {
"resourceType": "ResourceType",
"location": "http://example.com:5033/config/ResourceTypes/access—

control-handler"
}
b
{
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The response's endpoint elements enumerate all available sub-paths. The path /config/access-control-
handler in the example can be used to get a list of existing access control handlers, and create new ones. A

path containing an object name such as /config/backends/ {backendName }, where {backendName }
corresponds to an existing backend (such as userRoot) can be used to obtain an object’s properties, update the
properties, or delete the object.

Some paths reflect hierarchical relationships between objects. For example, properties of a local DB VLV index
for the userRoot backend are available using a path like /config/backends/userRoot/local-db-
indexes/uid. Some paths represent singleton objects, which have properties but cannot be deleted nor created.
These paths can be differentiated from others by their singular, rather than plural, relation name (for example
global-configuration).

Sorting and Filtering Objects

The Configuration API supports SCIM parameters for filter, sorting, and pagination. Search operations can specify a
SCIM filter used to narrow the number of elements returned. See the SCIM specification for the full set of operations
for SCIM filters. Clients can also specify sort parameters, or paging parameters. Include or exclude attributes can be
specified in both get and list operations.

GET Parameter Description

filter Values can be simple SCIM filters such as id eq "userRoot" or compound
filters like meta.resourceType eq "Local DB Backend" and baseDn
co "dc=exmple,dc=com".

sortBy Specifies a property value by which to sort.

sortOrder Specifies either ascending or descending alphabetical order.
startIndex 1-based index of the first result to return.

count Indicates the number of results per page.

Updating Properties

The Configuration API supports the HTTP PUT method as an alternative to modifying objects with HTTP PATCH.
With PUT, the server computes the differences between the object in the request with the current version in the server,
and performs modifications where necessary. The server will never remove attributes that are not specified in the
request. The API responds with the entire modified object.

Request:

PUT /config/backends/userRoot
Host: example.com:5033
Accept: application/scim+json

{

"description”" : "A new description."
}
Response:
{

"schemas": [

"urn:unboundid:schemas:configuration:2.0:backend:local-db"
I
"id": "userRoot",
"meta": {
"resourceType": "Local DB Backend",
"location": "http://example.com:5033/config/backends/userRoot"
b
"backendID": "userRoot",
"backgroundPrime": "false",



"backupFilePermissions": "700",
"baseDN": [

"dc=example, dc=com"
1,
"checkpointOnCloseCount": "2",
"cleanerThreadWaitTime": "120000",
"compressEntries": "false",
"continuePrimeAfterCacheFull": "false",
"dbBackgroundSyncInterval”: "1 s",
"dbCachePercent": "25",
"dbCacheSize": "0 b",
"dbCheckpointerBytesInterval": "20 mb",
"dbCheckpointerHighPriority": "false",
"dbCheckpointerWakeupInterval": "30 s",
"dbCleanOnExplicitGC": "false",
"dbCleanerMinUtilization": "75",
"dbCompactKeyPrefixes": "true",
"dbDirectory": "db",
"dbDirectoryPermissions": "700",
"dbEvictorCriticalPercentage": "5",
"dbEvictorLruOnly": "false",
"dbEvictorNodesPerScan": "10",
"dbFileCacheSize": "1000",
"dbImportCachePercent": "60",
"dbLogFileMax": "50 mb",
"dbLoggingFileHandlerOn": "true",
"dbLoggingLevel": "CONFIG",
"dbNumCleanerThreads": "1",
"dbNumLockTables": "0",
"dbRunCleaner": "true",
"dbTxnNoSync": "false",
"dbTxnWriteNoSync": "true",
"dbUseThreadLocalHandles": "true",
"deadlockRetryLimit": "10",
"defaultCacheMode":
"cache-keys-and-values",
"defaultTxnMaxLockTimeout": "10 s",
"defaultTxnMinLockTimeout": "10 s",
"description": "abc",
"enabled": "true",
"explodedIndexEntryThreshold": "4000",
"exportThreadCount": "0",
"externalTxnDefaultBackendLockBehavior":
"acquire-before-retries",
"externalTxnDefaultMaxLockTimeout": "100

"externalTxnDefaultRetryAttempts": "2",
"hashEntries": "true",
"importTempDirectory": "import-tmp",
"importThreadCount": "16",
"indexEntryLimit": "4000",
"isPrivateBackend": "false",

ms",
"externalTxnDefaultMinLockTimeout": "100 ms",

PingDirectory | Configuring the Server | 95

"javaClass": "com.unboundid.directory.server.backends.jeb.BackendImpl",
"numRecentChanges": "50000", "offlineProcessDatabaseOpenTimeout": "1 h",

"primeAllIndexes": "true",
"primeMethod": [

"none"
1,
"primeThreadCount": "2",
"primeTimeLimit": "0 ms",

"processFiltersWithUndefinedAttributeTypes":

"returnUnavailableForUntrustedIndex": "true",

"returnUnavailableWhenDisabled": "true",

"setDegradedAlertForUntrustedIndex": "true",
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"setDegradedAlertWhenDisabled": "true",
"subtreeDeleteBatchSize": "5000",
"subtreeDeleteSizeLimit": "100000",
"uncachedId2entryCacheMode": "cache-keys-only",
"writabilityMode": "enabled"

Administrative Actions

Updating a property may require an administrative action before the change can take

effect. If so, the server will return 200 Success, and any actions are returned in the
urn:unboundid:schemas:configuration:messages: 2.0 section of the JSON response that represents
the entire object that was created or modified.

For example, changing the jeProperty of a backend will result in the following:
"urn:unboundid:schemas:configuration:messages:2.0": {

"required-actions": [

{

"property": "baseContextPath",

"type": ""componentRestart",

"synopsis": "In order for this modification to take effect, the
component

must be restarted, either by disabling and re-enabling it,

or
by restarting the server"

by
{
"property": {
"type" . "other" ,
"synopsis": "If this limit is increased, then the
contents of the backend must be exported to LDIF
and re-imported to allow the new limit to be used
for any id2children keys that had already hit the
previous limit."

}

Updating Servers and Server Groups

Servers can be configured as part of a server group, so that configuration changes that are applied to a single server,
are then applied to all servers in a group. When managing a server that is a member of a server group, creating

or updating objects using the Configuration API requires the applyChangeTo query attribute. The behavior

and acceptable values for this parameter are identical to the dsconfig parameter of the same name. A value of
single-server or server-group can be specified. For example:

http://localhost:8082/config/backends/userRoot?applyChangeTo=single-server

Configuration APl Responses

Clients of the API should examine the HTTP response code in order to determine the success or failure of a request.
The following are response codes and their meanings:

Response Description Response Body

Code

200 Success The requested operation succeeded, with List of objects, or object properties,
the response body being the configuration administrative actions.
object that was created or modified. If further
actions are required, they are included in the
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Response Description Response Body
Code
urn:unboundid:schemas:configuration:messages:2.0
object.
204 No Content The requested operation succeeded and no None.

further information has been provided, such as
in the case of a DELETE operation.

400 Bad The request contents are incorrectly formatted or Error summary and optional message.
Request a request is made for an invalid API version.
401 User authentication is required. Some user None.

Unauthorized  agents such as browsers may respond by
prompting for credentials. If the request had
specified credentials in an Authorization header,
they are invalid.

403 Forbidden The requested operation is forbidden either None.
because the user does not have sufficient
privileges or some other constraint such as an
object is edit-only and cannot be deleted.

404 Not Found The requested path does not refer to an existing Error summary and optional message.
object or object relation.

409 Conflict The requested operation could not be performed Error summary and optional message.
due to the current state of the configuration.
For example, an attempt was made to create
an object that already exists, or an attempt was
made to delete an object that is referred to by
another object.

415 The request is such that the Accept header does None.
Unsupported not indicate that JSON is an acceptable format
Media Type for a response.

500 Server The server encountered an unexpected error. Error summary and optional message.
Error Please report server errors to customer support.

An application that uses the Configuration API should limit dependencies on particular text appearing in error
message content. These messages may change, and their presence may depend on server configuration. Use the HTTP
return code and the context of the request to create a client error message. The following is an example encoded error
message:

{

"schemas": [
"urn:ietf:params:scim:api:messages:2.0:Error"

I,

"status": 404,

"scimType": null,

"detail": "The Local DB Index does not exist."

Working with the Directory REST API

The Directory REST API is the native interface for client access to the PingDirectory Server. The Directory REST
API gives developers, who are more comfortable with REST than LDAP, access to arbitrary directory data in a
way that ensures directory data remains consistent regardless of whether it is accessed from LDAP or REST. The
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Directory API is enabled during server setup. After setup, individual services and applications can be enabled or
disabled by configuring the HTTPS Connection Handler.

While both the Directory REST API and SCIM provide REST access to directory data, the goals of the two protocols
are different. SCIM is useful to generic, external clients that require simple, narrow access to identity data. But
because it is a less common standard for identity stores, it may not offer as much functionality or be as easy to use as
the Directory REST APIL

Rather than trying to manage directory hierarchy or require attribute mapping, the Directory REST API provides
direct access to directory data in a way that is dynamic, discoverable, and efficient.

The Directory REST API can be used for the following operations:

HTTP operation Resource endpoint Description Allowed query
parameters
DELETE /directory/v1/{dn} Delete an entry.
GET /directory/vl Get metadata about the API
and server.
GET /directory/v1/{dn} Retrieve a single entry. « expand

¢ includeAttributes
¢ excludeAttributes

GET /directory/vl/ Search an entry's o filter
{dn}/subtree descendants. « searchScope
e cursor
e limit

¢ includeAttributes
¢ excludeAttributes

GET /directory/v1/ Retrieve the schemas of all
schemas available object classes.

GET /directory/ Retrieve schema for object
v1l/schemas/ class.

{objectclass}

GET /directory/ Retrieve schema for
v1/schemas/ operational attributes.
_operationalAttributes

GET /directory/vl/me Alias for retrieving the
current user.
PATCH /directory/v1/{dn} Modify an entry (add or expand
delete values).
POST /directory/vl Create a new entry. expand
PUT /directory/v1/{dn} Modify or rename an entry. expand

The Directory REST API has the following properties, and can be configured with dsconfig:

* basic-auth-enabled: Specifies whether users can connect to the service with HTTP Basic authentication.
If disabled, users will need a Bearer token. If changed, the server must be restarted, or any HTTP Connection
Handlers referencing this service disabled and re-enabled. Basic auth is enabled by default.

* identity-mapper: If HTTP Basic authentication is enabled, the identity mapper referenced by this DN must
be used to map the usernames provided to user entries. By default, an identity mapper is provided, which maps a
fully-qualified DN to an entry. The server must be restarted, or any HTTP Connection Handlers referencing this
service disabled and re-enabled for changes to take effect.
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* access-token-validator: Specifies the subset of this server’s Access Token Validators (by DN), which
may be used to validate Bearer authentication tokens. By default, if no validators are specified, then any of the
validators on the server may be used. The server must be restarted, or any HTTP Connection Handlers referencing
this service disabled and re-enabled for changes to take effect.

* access-token-scope: The scope which must be present in Bearer tokens in order to be accepted by this
service. If no value is provided, Bearer token authentication is disabled, and only Basic authentication can be used.
By default, no value is provided. Changes to this value take effect immediately.

* audience: A string or URI audience that must be present in Bearer tokens in order to be accepted by this
service. If no value is provided, any audience is acceptable. By default, no value is provided. Changes to this value
take effect immediately.

* max-page-size: The maximum number of entries to be returned in one page from the search endpoint (actual
results returned may be lower due to the limit query parameter on the request and the actual number of available
results). The value must be an integer between 1 and 1000. The default value is 100. Changes to this value take
effect immediately.

* schemas-endpoint-objectclass: The list of object classes that will be returned by the /schemas/
endpoint in the REST API. By default, no schemas are returned. Changes to this value take effect immediately.

Configure the Server Using the Administrative Console

The PingDirectory Server provides a Administrative Console for server configuration and monitoring that has the
same functionality as that of the dsconfig command. When logging on to the Administrative Console, the console
does not persistently store any credentials for authenticating to the Directory Server but uses the credentials provided
by the user when logging in. When managing multiple directory server instances, the provided credentials must be
valid for each instance.

To Log onto the Administrative Console

To log into the console, enter a fully qualified DN (for example, cn=admin2, cn=Topology Admin
Users, cn=Topology, cn=confiq). See Configuring a Global Administrator for instructions.

1. Start the Directory Server.

$ bin/start-server
2. Open a browser to http://server-name:389/console/login.
3. Enter the root user DN and password, then click Login.

Ping
PingData Administrative Console

Server ldaps:Vsnapshat lab: 1636

Usernama diractory manager

Sign In
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The console does not persistently store any credentials for accessing the Directory Server. Instead, it uses the
credentials provided by the user when logging into the console. When managing multiple directory server
instances, the provided credentials must be valid at each instance.

To Configure the Server Using the Console

1. Log into the Administrative Console. Click Configuration to open the Configuration menu, and then click

Backends.
Pingldenhity. PingData Administrative Console WSeven - L deoctory manager = 0 -
B snapsholonboundd b 1329 &
Configuration - o Show Advisced Confgurito
LOAP Schema
Clafun Leggerg, Monidcnng, and Noblcalions

Sacunty and Authorizabon
Backends, Indexirg, and Caching
Connectaon and Operabon Classificahon

Aathantication and Password Managamand

Raphcatbon

2. At the top of the Administrative Console page, click Show Advanced Properties. Click Backends. For this
example, click userRoot.
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Pingldentity. PingData Administrative Console BSorvs - L dwdory manager - @ -

.' Aafuli pridrl wribssife®d b 3385 i - 2

Edit Local DB Backend

Canasal [:OI'I'I!JI.I::H:;JI'I

Blackend 1D ™ naprRood

[hescription

Emabied ® B Esruabli
Flavse [N *
xample,
Wrhatality Mode b "
St Chgeasced Alert Whaen Disabled &7 Erabied
Retuin Unsvslabls Whin Disabled  »f Evulde
Motification Manager - F

In Private Backend Erabied

3. Change or enter values in the userRoot configuration. For this example, change the DB Cache Percent
value to 40, and then click Save.

Generating a Summary of Configuration Components

The Directory Server provides a config-di ff tool that generates a summary of the configuration in a local or
remote directory server instance. The tool is useful when comparing configuration settings on the directory server
instance when troubleshooting issues or when verifying configuration settings on newly-added servers to your
network. The tool can interact with the local configuration regardless of whether the server is running or not.

Run the config-diff --help option to view other available tool options.

To Generate a Summary of Configuration Components

* Runthe config-diff tool to generate a summary of the configuration components on the directory server
instance. The following command runs a summary on a local online server.

$ bin/config-diff

» The following example compares the current configuration of the local server to the baseline, pre-installation
configuration, ignoring any changes that could be made by the installer, and writes the output to the
configuration-steps.dsconfig file. This provides a script that can be used to configure a newly
installed server identically to the local server:

$ bin/config-diff --sourceLocal \
--sourceBaseline \
--targetLocal \
-—exclude differs-after-install \
--outputFile configuration-steps.dsconfig
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About Root User, Administrator, and Global Administrators

The Directory Server provides three different classes of administrator accounts: root user, administrator, and global
administrator. The root user is the LDAP-equivalent of a UNIX super-user account and inherits its privileges from the
default root user privilege set (see Default Root Privileges). The root user "account" is an entry that is stored in the
server’s configuration under the cn=Root DNs, cn=config and bypasses access control evaluation, and can be
created manually, or with the dsconfig tool. This account has full access to the entire set of data in the Directory
Information Tree (DIT) as well as full access to the server configuration and its operations. One important difference
between other vendors’ servers and the Directory Server’s implementation is that the root user’s rights are granted
through a set of privileges. This allows the Directory Server to have multiple root users on its system if desired;
however, the normal practice is to set up administrator user entries. Also, by default, the Root User has no resource
limits.

The administrator user can have a full set of root user privileges but often has a subset of these privileges to limit the
accessible functions that can be performed. The administrators entries typically have limited access to the entire set
of data in the directory information tree (DIT), which is controlled by access control instructions. These entries reside
in the backend configuration (for example, uid=admin, dc=example, dc=com) and are replicated between
servers in a replication topology. In some cases, administrator user accounts may be unavailable when the server
enters lockdown mode unless the administrator is given the lock-down mode privilege.

A global administrator is primarily responsible for managing configuration server groups. A configuration server
group is an administration domain that allows you to synchronize configuration changes to one or all of the servers
in the group. For example, you can set up a group when configuring a replication topology, where configuration
changes to one server can be applied to all of the servers at one time. Global Administrator entries are stored in the
cn=Topology Admin Users, cn=Topology, cn=config backend are always mirrored across servers in a
replication topology. These users can be assigned privileges like other admin users but are typically used to manage
the data under cn=Topology, cn=config.

Managing Root Users Accounts

The PingDirectory Server provides a default root user, cn=Directory Manager, that is stored in the server's
configuration file (for example, under cn=Root DNs, cn=config). The root user is the LDAP-equivalent of a
UNIX super-user account and inherits its read-write privileges from the default root privilege set. Root users can be
created and updated with the dsconfig tool. Root user entries are stored in the server’s configuration.The following
is a sample command to create a new root user:

bin/dsconfig create-root-dn-user --user-name "Joanne Smith" \
--set last-name:Smith \
--set first-name:Joanne \
--set user-id:jsmith \
--set 'email-address:jsmith@example.com' \
--set mobile-telephone-number:8889997777 \
--set home-telephone-number:5556667777 \
--set work-telephone-number:4445556666

To limit full access to all of the Directory Server, create separate administrator accounts with limited privileges so
that you can identify the administrator responsible for a particular change. Having separate user accounts for each
administrator also makes it possible to enable password policy functionality (such as password expiration, password
history, and requiring secure authentication) for each administrator.

Default Root Privileges

The PingDirectory Server contains a privilege subsystem that allows for a more fine-grained control of privilege
assignments.
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E Note: Creating restricted root user accounts requires assigning privileges and necessary access controls for
actions on specific data or backends. Access controls are determined by how the directory is configured and
the structure of your data. See Chapter 16: Managing Access Controls for more information.

The following set of root privileges are available to each root user DN:

Table 4: Default Root Privileges

Privilege

Description

audit-data-security
backend-backup
backend-restore
bypass-acl
config-read
config-write
disconnect-client
ldif-export
ldif-import
lockdown-mode
manage-topology
metrics-read
modify-acl

password-reset

permit-get-password-policy-state-

issues

privilege-change

server-restart
server-shutdown
soft-delete-read

stream-values

third-party-task

unindexed-search

update-schema

use-admin-session

Allows the associated user to execute data security auditing tasks.
Allows the user to perform backend backup operations.
Allows the user to perform backend restore operations.
Allows the user to bypass access control evaluation.
Allows the user to read the server configuration.

Allows the user to update the server configuration.
Allows the user to terminate arbitrary client connections.
Allows the user to perform LDIF export operations.
Allows the user to perform LDIF import operations.
Allows the user to request a server lockdown.

Allows the user to modify topology setting.

Allows the user to read server metrics.

Allows the user to modify access control rules.

Allows the user to reset user passwords but not their own. The user must also
have privileges granted by access control to write the user password to the
target entry.

Allows the user to access password policy state issues.

Allows the user to change the set of privileges for a specific user, or to
change the set of privileges automatically assigned to a root user.

Allows the user to request a server restart.
Allows the user to request a server shutdown.
Allows the user access to soft-deleted entries.

Allows the user to perform a stream values extended operation that obtains
all entry DNs and/or all values for one or more attributes for a specified
portion of the DIT.

Allows the associated user to invoke tasks created by third-party developers.

Allows the user to perform an unindexed search in the Oracle Berkeley DB
Java Edition backend.

Allows the user to update the server schema.

Allows the associated user to use an administrative session to request that
operations be processed using a dedicated pool of worker threads.

The Directory Server provides other privileges that are not assigned to the root user DN by default but can be added
using the 1dapmodi fy tool (see Modifying Individual Root User Privileges) for more information.
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Table 5: Other Available Privileges

Privilege Description
bypass-pw-policy Allows the associated user bypass password policy rules and restrictions.
bypass-read-aci Allows the associated user to bypass access control checks performed by the

server for bind, compare, and search operations. Access control evaluation
may still be enforced for other types of operations.

jmx-notify Allows the associated user to subscribe to receive JMX notifications.
jmx-read Allows the associated user to perform JMX read operations.
Jjmx-write Allows the associated user to perform JMX write operations.
permit-externally-processed- Allows the associated user accept externally processed authentication.
authentication

permit-proxied-mschapv2-details Allows the associated user to permit MS-CHAP V2 handshake protocol.

proxied-auth Allows the associated user to accept proxied authorization.

Configuring Administrator Accounts

An administrator account is any account in the user backend that is assigned one or more privileges, or given access
to read and write operations beyond that of a normal user entry. The privilege mechanism is the same as that used for
Root DN accounts and allows individual privileges to be assigned to an administrator entry.

Typically, administrator user entries are controlled by access control evaluation to limit access to the entire set of data
in the Directory Information Tree (DIT). Fine-grained read and write access can be granted using the access control
definitions available via the aci attribute. Administrator entries reside in the backend configuration (for example,
uid=admin, dc=example, dc=com) and are replicated between servers in a replication topology.

The following examples show how to configure administrator accounts. The first procedure shows how to set up a
single, generic uid=admin, dc=example, dc=com account with limited privileges. Note that if you generated
sample data at install, you can view an example uid=admin entry using 1dapsearch. The second example shows
a more realistic example, where the user is part of the Administrators group. Note that both examples are based on a
simple DIT. Actual deployment cases depends on your schema.

To Set Up a Single Administrator Account

1. Create an LDIF file with an example Administrator entry.

dn: uid=admin,dc=example, dc=com
objectClass: person

objectClass: inetOrgPerson
objectClass: organizationalPerson
objectClass: top

givenName: Admin

uid: admin

cn: Admin User

sn: User

userPassword: password

2. Then add the entry using the 1dapmodi fy tool.

$ bin/ldapmodify --defaultAdd --filename admin.ldif

3. Create another LDIF file to add the access control instruction (ACI) to the root suffix, or base DN to give full
access to the new administrator. The ACI grants full access to all user attributes, but not to operational attributes.
If you want to grant access to operational attributes as well as user attributes, use (targetattr = "*||+")
in the access control instruction.
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dn: dc=example, dc=com
changetype: modify
add: aci
aci: (targetattr = "*")
(version 3.0; acl "Grant full access for the admin user";
allow (all) userdn="ldap:///uid=admin,dc=example,dc=com";)

4. Then add the entry using the 1dapmodify tool.

$ bin/ldapmodify --filename admin.ldif

5. Verify the additions using 1dapsearch. The first command searches for the entry that contains uid=Admin
and returns it if the search is successful. The second command searches for the base DN and returns only those
operational attributes, including access control instructions, associated with the entry.

$ bin/ldapsearch --baseDN dc=example,dc=com " (uid=admin)"

$ bin/ldapsearch --baseDN dc=example,dc=com --searchScope base
" (objectclass=*)" "+"

6. Add specific privileges to the Admin account. In this example, add the password-reset privilege to the admin
account from the command line. After typing the privileges, press CTRL-D to process the modify operation.

$ bin/ldapmodify

dn: uid=admin, dc=example, dc=com
changetype: modify

add: ds-privilege-name
ds-privilege-name: password-reset

Processing MODIFY request for uid=admin, dc=example,dc=com
MODIFY operation successful for DN uid=admin,dc=example, dc=com

7. Assign a password policy for the Admin account. For example, create an "Admin Password Policy", then add the
password policy to the account.

$ bin/dsconfig create-password-policy \
--policy-name "Admin Password Policy" \
--set "description:Password policy for administrators" \
--set password-attribute:userpassword \
--set "default-password-storage-scheme:Salted 256-bit SHA-2" \
--set password-change-requires-current-password:true \
--set force-change-on-reset:true \
--set "max-password-age:25w 5d" \
--set grace-login-count:3
——no-prompt

8. Apply the password policy to the account. In this example, the password policy is being added from the command

line. The following 1dapmodi fy command should be executed with a bind DN that has sufficient rights, such as
a Root DN.

$ bin/ldapmodify

dn: uid=admin,dc=example, dc=com

changetype: modify

add: ds-pwp-password-policy-dn

ds-pwp-password-policy-dn: cn=Admin Password Policy,cn=Password
Policies,cn=config

To Change the Administrator Password

Root users are governed by the Root Password Policy and by default, their passwords never expire. However, if a root
user password must be changed, use the 1dappasswordmodify tool.

1. Open a text editor and create a text file containing the new password. In this example, name the file
rootuser. txt.



2.

3.
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S echo password > rootuser.txt

Use 1ldappasswordmodify to change the root user’s password.

$ bin/ldappasswordmodify —--port 1389 --bindDN "cn=Directory Manager"\
--bindPassword secret --newPasswordFile rootuser.txt

Remove the text file.

$ rm rootuser.txt

To Set Up an Administrator Group

The following example shows how to set up a group of administrators that have access rights to the whole Directory
Server. The example uses a static group using the GroupOfUniqueNames object class.

1.

Create an LDIF file with an example Administrator group, and save it as admin-group.ldif.

dn: ou=Groups,dc=example, dc=com
objectClass: organizationalunit
objectClass: top

ou: Groups

dn: cn=Dir Admins,ou=Groups,dc=example,dc=com
objectClass: groupofuniquenames

objectClass: top

uniqueMember: uid=user.0, ou=People, dc=example,dc=com
uniqueMember: uid=user.l, ou=People, dc=example,dc=com
cn: Dir Admins

ou: Groups

Then, add the entries using the 1dapmodi fy tool.

$ bin/ldapmodify --defaultAdd --filename admin-group.ldif

Create another LDIF file to add the access control instruction (ACI) to the root suffix, or base DN to provide full
access to the Directory Server to the new administrator. Save the file as admin-aci.ldif.

dn: dc=example,dc=com
changetype: modify
add: aci
aci: (target="ldap:///dc=example,dc=com")
(targetattr != "aci")
(version 3.0; acl "allow all Admin group";
allow(all) groupdn = "ldap:///cn=Dir
Admins, ou=Groups,dc=example, dc=com";)

Then, add the ACI using the 1dapmodify tool:

$ bin/ldapmodify --filename admin-aci.ldif

Verify the additions using 1dapsearch. The first command searches for the entry that contains cn=Dir
Admins and returns it if the search is successful. The second command searches for the base DN and returns only
those operational attributes, including access control instructions, associated with the entry.

$ bin/ldapsearch --baseDN dc=example,dc=com " (cn=Dir Admins)"

$ bin/ldapsearch --baseDN dc=example,dc=com --searchScope base \

" (objectclass=*)" "+"
Add specific privileges to each Admin account using an LDIF file, saved as admin-priv.1dif. In this
example, add the password-reset privilege to the user . 0 admin account from the command line. Add the
privilege using the 1dapmodify tool. Repeat the process for the other administrators configured in the Admin

group.
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dn: uid=user.0,ou=People, dc=example,dc=com
changetype: modify

add: ds-privilege-name

ds-privilege-name: password-reset

$ bin/ldapmodify --filename admin-priv.ldif

Processing MODIFY request for uid=user.0,dc=example, dc=com
MODIFY operation successful for DN uid=user.0,dc=example, dc=com

7. Assign a password policy for the Admin account using an LDIF file, saved as admin-pwd-policy.1dif. For
example, create an "Admin Password Policy", then add the password policy to the account. Apply the password
policy to the account using the 1dapmodi fy tool.

dn: uid=user.0,dc=example, dc=com

changetype: modify

add: ds-pwp-password-policy-dn

ds-pwp-password-policy-dn: cn=Admin Password Policy,cn=Password
Policies,cn=config

$ bin/ldapmodify --filename admin-pwd-policy.ldif

Configuring a Global Administrator

A global administrator is created when replication is enabled, and is responsible for managing configuration server
groups. A configuration server group is an administration domain that allows you to synchronize configuration
changes to one or all of the servers in the group. For example, you can set up a group when configuring a replication
topology, where configuration changes to one server can be applied to all of the servers at a time.

Global Administrator(s) are stored in the topology registry. These entries are always mirrored between servers in a
topology. Global Administrators can be assigned privileges like other admin users but are typically used to manage
the data under cn=topology, cn=config and cn=config. You can create new global administrators and
remove existing global administrators using the dsconfig tool. The global administrator entries are located in the
cn=Topology Admin User, cn=topology,cn=config branch.

To Create a Global Administrator

1. Use dsconfig to create a new global administrator.

$ bin/dsconfig create-topology-admin-user \
--user-name admin2 \
--set alternate-bind-dn:cn=admin2 \
--set password:rootPassword

2. To verify the creation of the new administrator, use the 1ist-topology-admin-users subcommand with
dsconfig.

$ bin/dsconfig list-topology-admin-users
Topology Admin User : Type

admin : generic
admin?2 : generic

To Remove a Global Administrator

1. Use dsconfig to delete an existing global administrator.

$ bin/dsconfig delete-topology-admin-user --user-name admin2

2. To verify the deletion of the global administrator, use the list-topology-admin-users option with dsconfig.
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$ bin/dsconfig list-topology-admin-users
Topology Admin User : Type

admin : generic

Configuring Server Groups

The PingDirectory Server provides a mechanism for setting up administrative domains that synchronize configuration
changes among servers in a server group. After you have set up a server group, you can make an update on one server
using dsconfig, then you can apply the change to the other servers in the group using the --applyChangeTo server-
group option of the dsconfig non-interactive command. If you want to apply the change to one server in the group,
use the --applyChangeTo single-server option. When using dsconfig in interactive command-line mode, you will
be asked if you want to apply the change to a single server or to all servers in the server group.

About the Server Group Example

You can create an administrative server group using the dsconfig tool. The general process is to create a group,
add servers to the group, and then set a global configuration property to use the server group. If you are configuring
a replication topology, then you must configure the replicas to be in a server group as outlined in Replication
Configuration.

The following example procedure adds three Directory Server instances into the server group labelled "group-one".

To Create a Server Group

1. Create a group called “group-one” using dsconfig.

$ bin/dsconfig create-server—-group —--group-name group-one

2. Add any directory server to the server group. If you have set up replication between a set of servers, these server
entries will have already been created by the dsreplication enable command.

$ bin/dsconfig set-server-group-prop \
—-—group—-name group-one --add member:serverl

$ bin/dsconfig set-server-group-prop \
—-—group-name group-one --add member:server?2

$ bin/dsconfig set-server-group-prop \
—-—group-name group-one --add member:server3

3. Set a global configuration property for each of the servers that should share changes in this group.

$ bin/dsconfig set-global-configuration-prop \
--set configuration-server—-group:group-one
4. Test the server group. In this example, enable the log publisher for each directory server in the group, server-
group, by using the --applyChangeTo server-group option.

$ bin/dsconfig set-log-publisher-prop \
--publisher-name "File-Based Audit Logger" \
--set enabled:true \
—-—applyChangeTo server—-group

5. View the property on the first directory server instance.
$ bin/dsconfig get-log-publisher-prop \
--publisher-name "File-Based Audit Logger" \
—--property enabled

Property : Value (s)
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enabled : true
6. Repeat step 5 on the second and third directory server instance.

7. Test the server group by disabling the log publisher on the first directory server instance by using the --
applyChangeTo single-server.

$ bin/dsconfig set-log-publisher-prop \
--publisher-name "File-Based Audit Logger" \
--set enabled:disabled \
—-—applyChangeTo single-server

8. View the property on the first directory server instance. The first directory server instance should be disabled.

$ bin/dsconfig get-log-publisher-prop \
--publisher-name "File-Based Audit Logger" \
—--property enabled

enabled : false

9. View the property on the second directory server instance. Repeat this step on the third directory server instance to
verify that the property is still enabled on that server.

$ bin/dsconfig get-log-publisher-prop \
--publisher-name "File-Based Audit Logger" \
—-—-property enabled

Property : Value (s)

enabled : true

Configuring Client Connection Policies

Client connection policies help distinguish what portions of the DIT the client can access. They also enforce
restrictions on what clients can do in the server. A client connection policy specifies criteria for membership
based on information about the client connection, including client address, protocol, communication security, and
authentication state and identity. The client connection policy, however, does not control membership based on the
type of request being made.

Every client connection is associated with exactly one client connection policy at any given time, which is assigned to
the client when the connection is established. The choice of which client connection policy to use will be reevaluated
when the client attempts a bind to change its authentication state or uses the StartTLS extended operation to convert
an insecure connection to a secure one. Any changes you make to the client connection policy do not apply to existing
connections. The changes only apply to new connections.

Client connections are always unauthenticated when they are first established. If you plan to configure a policy based
on authentication, you must define at least one client connection policy with criteria that match unauthenticated
connections.

Once a client has been assigned to a policy, you can determine what operations they can perform. For example,
your policy might allow only SASL bind operations. Client connection policies are also associated with one or
more subtree views, which determine the portions of the DIT a particular client can access. For example, you might
configure a policy that prevents users connecting over the extranet from accessing configuration information. The
client connection policy is evaluated in addition to access control, so even a root user connecting over the extranet
would not have access to the configuration information.

Understanding the Client Connection Policy

Client connection policies are based on two things:
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» Connection criteria. The connection criteria are used in many areas within the server. They are used by the
client connection policies, but they can also be used in other instances when the server needs to perform matching
based on connection-level properties, such as filtered logging. A single connection can match multiple connection
criteria definitions.

* Evaluation order index. If multiple client connection policies are defined in the server, then each of them must
have a unique value for the evaluation-order-index property. The client connection policies are evaluated in
order of ascending evaluation order index. If a client connection does not match the criteria for any defined client
connection policy, then that connection will be terminated.

If the connection policy matches a connection, then the connection is assigned to that policy and no further evaluation
occurs. If, after evaluating all of the defined client connection policies, no match is found, the connection is
terminated.

When a Client Connection Policy is Assigned
A client connection policy can be associated with a client connection at the following times:

*  When the connection is initially established. This association occurs exactly once for each client connection.

» After completing processing for a StartTLS operation. This association occurs at most once for a client
connection, because StartTLS cannot be used more than once on a particular connection. You also may not stop
using StartTLS while keeping the connection active.

» After completing processing for a bind operation. This association occurs zero or more times for a client
connection, because the bind request can be processed many times on a given connection.

StartTLS and bind requests will be subject to whatever constraints are defined for the client connection policy that

is associated with the client connection at the time that the request is received. Once they have completed, then
subsequent operations will be subject to the constraints of the new client connection policy assigned to that client
connection. This policy may or may not be the same client connection policy that was associated with the connection
before the operation was processed. That is, any policy changes do not apply to existing connections and will be
applicable when the client reconnects.

All other types of operations will be subject to whatever constraints are defined for the client connection policy used
by the client connection at the time that the request is received. The client connection policy assigned to a connection
never changes as a result of processing any operation other than a bind or StartTLS. So, the server will not re-evaluate
the client connection policy for the connection in the course of processing an operation. For example, the client
connection policy will never be re-evaluated for a search operation.

Restricting the Type of Search Filter Used by Clients

You can restrict the types of search filters that a given client may be allowed to use to prevent the use of potentially
expensive filters, like range or substring searches. You can use the allowed-filter-type property to provide

a list of filter types that may be included in the search requests from clients associated with the client connection
policy. This setting will only be used if search is included in the set of allowed operation types. This restriction will
only be applied to searches with a scope other than baseObject, such as searches with a scope of singleLevel,
wholeSubtree, or subordinateSubtree.

The minimum-substring-length property can be used to specify the minimum number of non-wildcard
characters in a substring filter. Any attempt to use a substring search with an element containing fewer than this
number of bytes will be rejected. For example, the server can be configured to reject filters like " (cn=a*) " and

" (cn=ab*) ", but to allow " (cn=abcde*) ". This property setting will only be used if search is included in the
set of allowed operation types and at least one of sub-initial, sub-any, or sub-final is included in the set
of allowed filter types.

There are two primary benefits to enforcing a minimum substring length:

» Allowing very short substrings can require the server to perform more expensive processing. The search requires a
lot more server effort to assemble a candidate entry list for short substrings because the server has to examine a lot
more index keys.

» Allowing very short substrings makes it easier for a client to put together a series of requests to retrieve all the
data from the server (a process known as "trawling"). If a malicious user wants to obtain all the data from the
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server, then it is easier to issue 26 requests like " (cn=a*) ", " (cn=b*) ", " (cn=c*) ", .., " (cn=z*) "
than if the user is required to do something like " (cn=aaaaa*) ", " (cn=aaaab*) ", " (cn=aaaac*) ", ...,
"(cn=zzzzz*)".

Setting Resource Limits

Client connection policies can specify resource limits, helping to ensure that no single client monopolizes server
resources. You can limit the total number of connections to a server from a particular client or from clients that match
specified criteria. You can also limit the duration of the connection.

A client connection policy may only be used to enforce additional restrictions on a client connection. You can never
use it to grant a client capabilities that it would not otherwise have.

Any change to any of these new configuration properties will only impact client connections that are assigned to the
client connection policy after the change is made. Any connection associated with the client connection policy before
the configuration change was made will continue to be subject to the configuration that was in place at the time it was
associated with that policy.

Table 6: Resource Limiting Properties

Property Description

maximum-concurrent-connections Specifies the maximum number of client connections that can be associated
with that client connection policy at any given time. The default value of
zero indicates that no limit will be enforced.

If the server already has the maximum number of connections associated
with a client connection policy, then any attempt to associate another
connection with that policy (e.g., newly-established connections or an
existing connection that has done something to change its client connection
policy, such as perform a bind or StartTLS operation) will cause that
connection to be terminated.

terminate-connection Specifies that any client connection for which the client connection policy
is selected (whether it is a new connection or an existing connection that is
assigned to the client connection policy after performing a bind or StartTLS
operation) will be immediately terminated.

This property can be used to define criteria for connections that you do not
want to be allowed to communicate with the Directory Server.

maximum-connection-duration Specifies the maximum length of time that a connection associated with
the client connection policy can remain established to the Directory Server,
regardless of the amount of activity on that connection.

A value of "0 seconds" (default) indicates that no limit will be enforced. If a
connection associated with the client connection policy has been established
for longer than this time, then it will be terminated.

maximum-idle-connection-duration ~ Specifies the maximum length of time that a connection associated with the
client connection policy can remain established with the Directory Server
without any requests in progress.

A value of "0 seconds" (default) indicates that no additional limit will be
enforced on top of whatever idle time limit might already be in effect for an
associated connection. If a nonzero value is provided, then the effective idle
time limit for any client connection will be the smaller of the maximum-
idle-connection-duration from the client connection policy and
the idle time limit that would otherwise be in effect for that client.
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Property Description

This property can be used to apply a further restriction on top of any value
that may be enforced by the idle-time-1imit global configuration
property (which defines a default idle time limit for client connections) or
the ds-rlim-idle-time-1imit operational attribute (which may be
included in a user entry to override the default idle time limit for that user).

maximum-operation-count-per- Specifies the maximum number of operations that a client associated with

connection the client connection policy will be allowed to request. A value of zero
(default) indicates that no limit will be enforced. If a client attempts to
request more than this number of operations on the same connection, then
that connection will be terminated.

maximum-concurrent-operations-per- Specifies the maximum number of operations that may be active at any

connection time from the same client. This limit is only applicable to clients that use
asynchronous operations with multiple outstanding requests at any given
time.

A value of zero (default) indicates that no limit will be enforced.

If a client already has the maximum number of outstanding requests
in progress and issues a new request, then that request will be delayed
and/or rejected based on the value of the maximum-concurrent-
operation-wait-time-before-rejecting property.

maximum-concurrent-operation- Specifies the maximum length of time that a client connection should allow

wait-time-before-rejecting an outstanding operation to complete if the maximum number of concurrent
operations for a connection are already in progress when a new request is
received on that connection.

A value of “0 seconds” (default) indicates that any new requests received
while the maximum number of outstanding requests are already in progress
for that connection will be immediately rejected.

If an outstanding operation completes before this time expires, then the
server may be allowed to process that operation. If the time expires, the new
request will be rejected.

maximum-ldap-join-size-limit Specifies the maximum number of entries that can be directly joined with
any individual search result entry. A value of zero indicates that no LDAP
join size limit is enforced. The limit can be overridden on a per-user basis
using the ds-rlim-ldap-join-size-1imit operational attribute.
The LDAP join size limit is also restricted by the search operation size limit.
If a search result entry is joined with more entries than allowed, the join
result control will have a "size limit exceeded" (integer value 4) result code.

allowed-request-control Specifies the OIDs of the request controls that clients associated with the
client connection policy will be allowed to use.

If any allowed-request-control OIDs are specified, then any request

which includes a control not in that set will be rejected. If no allowed-
request-control values are specified (default), then any control whose
OID is not included in the set of denied-request-control values will be
allowed.

denied-request-control Specifies the OIDs of the request controls that clients associated with
the client connection policy will not be allowed to use. If there are any
denied-request-control values, then any request containing a
control whose OID is included in that set will be rejected.
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Property Description

If there are no denied-request-control values (default), then any
request control will be allowed if the allowed-request-control
property is also empty, or only those controls whose OIDs are included in
the set of allowed-request-control values will be allowed if at least
one allowed-request-control value is provided.

allowed-filter-type Specifies the types of components which may be used in filters included
in search operations with a non-base scope that are requested by clients
associated with the client connection policy. Any non-base scoped search
request whose filter contains a component not included in this set will be
rejected. The set of possible filter types include:

and

or

not

equality
sub-initial
sub-any
sub-final
greater-or-equal
less-or-equal
approximate-match
extensible-match

By default, all filter types will be allowed. Also note that no restriction will
be placed on the types of filters which may be used in searches with a base
scope.

allow-unindexed-searches Specifies whether clients associated with the client connection policy will
be allowed to request searches which cannot be efficiently processed using
the configured set of indexes. Note that clients will still be required to have
the unindexed-search privilege, so this option will not grant the ability
to perform unindexed searches to clients that would not have otherwise had
that ability, but it may be used to prevent clients associated with the client
connection policy from requesting unindexed searches when they might have
otherwise been allowed to do so.

By default, this has a value of "true", indicating that any client associated
with the client connection policy that has the unindexed-search
privilege will be allowed to request unindexed searches.

minimum-substring-length Specifies the minimum number of bytes, which may be present in any sub-
Initial, subAny, or subFinal element of a substring search filter component in
a search with a non-baseObject scope. A value of one (which is the default)
indicates that no limit will be enforced. This property may be used to prevent
clients from issuing overly-vague substring searches that may require the
Installing the Directory Server to examine too many entries over the course
of processing the request.

maximum-search-size-limit Specifies the maximum number of entries that may be returned from any
single search operation requested by a client associated with this client
connection policy. Note that this property only specifies a maximum limit
and will never increase any limit that may already be in effect for the client
via the size-1imit global configuration property or the ds-rlim-
size-1limit operational attribute.
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Property Description

A value of zero (default) indicates that no additional limit will be enforced
on top of whatever size limit might already be in effect for an associated
connection.

If a nonzero value is provided, then the effective maximum size limit for any
search operation requested by the client will be the smaller of the size limit
from that search request, the maximum-search-size-1limit from the
client connection policy, and the size limit that would otherwise be in effect
for that client.

Defining the Operation Rate

You can configure the maximum operation rate for individual client connections as well as collectively for all
connections associated with a client connection policy. If the operation rate limit is exceeded, the Directory Server
may either reject the operation or terminate the connection. You can define multiple rate limit values, making it
possible to fine tune limits for both a long term average operation rate and short term operation bursts. For example,
you can define a limit of one thousand operations per second and one million operations per day, which works out to
an average of less than twelve operations per second, but with bursts of up to one thousand operations per second.

Rate limit strings should be specified as a maximum count followed by a slash and a duration. The count portion
must contain an integer, and may be followed by a multiplier of k (to indicate that the integer should be interpreted as
thousands), m (to indicate that the integer should be interpreted as millions), or g (to indicate that the integer should
be interpreted as billions). The duration portion must contain a time unit of milliseconds (ms), seconds (s), minutes
(m), hours (h), days (d), or weeks (w), and may be preceded by an integer to specify a quantity for that unit.

For example, the following are valid rate limit strings:

1/s (no more than one operation over a one-second interval)
10K/5h (no more than ten thousand operations over a five-hour interval)
5m/2d (no more than five million operations over a two-day interval)

You can provide time units in many different formats. For example, a unit of seconds can be signified using s, sec,
sect, second, and seconds.

Client Connection Policy Deployment Example
In this example scenario, we assume the following:

Two external LDAP clients are allowed to bind to the Directory Server.
Client 1 should be allowed to open only 1 connection to the server.
Client 2 should be allowed to open up to 5 connections to the server.

Defining the Connection Policies

We need to set a per-client connection policy limit on the number of connections that may be associated with a
particular client connection policy. We have to define at least two client connection policies, one for each of the
two clients. Each policy must have different connection criteria for selecting the policy with which a given client
connection should be associated.

Because the criteria is based on authentication, we must create a third client connection policy that applies to
unauthenticated clients, because client connections are always unauthenticated as soon as they are established and
before they have sent a bind request. Plus, clients are not required to send a bind request as their first operation.

Therefore, we define the following three client connection policies:

Client 1 Connection Policy, which only allows client 1, with an evaluation order index of 1.
Client 2 Connection Policy, which only allows client 2, with an evaluation order index of 2.
Unauthenticated Connection Policy, which allows unauthenticated clients, with an evaluation order index of 3.
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We define simple connection criteria for the Client 1 Connection Policy and the Client 2 Connection Policy with the
following properties:

The user-auth-type must not include none, so that it will only apply to authenticated client connections.

The included-user-base-dn should match the bind DN for the target user. This DN may be full DN for the
target user, or it may be the base DN for a branch that contains a number of users that you want treated in the same
way.

To create more generic criteria that match more than one user, you could list the DNs of each of the users explicitly
in the included-user-base—-dn property. If there is a group that contains all of the pertinent users, then you
could instead use the [all|any|not-all|not-any]-included-user-group-dn property to apply to all
members of that group. If the entries for all of the users match a particular filter, then you could use the [all |any |
not-all|not-any]-included-user-filter property to match them.

How the Policy is Evaluated

Whenever a connection is established, the server associates the connection with exactly one client connection

policy. The server does this by iterating over all of the defined client connection policies in ascending order of the
evaluation order index. Policies with a lower evaluation order index value will be examined before those with a higher
evaluation order index value. The first policy that the server finds whose criteria match the client connection will be
associated with that connection. If no client connection policy is found with criteria matching the connection, then the
connection will be terminated.

So, in our example, when a new connection is established, the server first checks the connection criteria associated
with the Client 1 Connection Policy because it has the lowest evaluation order index value. If it finds that the
criteria do not match the new connection, the server then checks the connection criteria associated with the Client 2
Connection Policy because it has the second lowest evaluation order index. If these criteria do not match, the server
finally checks the connection criteria associated with the Unauthenticated Connection Policy, because it has the
third lowest evaluation order index. It finds a match, so the client connection is associated with the Unauthenticated
Connection Policy.

After the client performs a bind operation to authenticate to the server, then the client connection policies will

be re-evaluated. If client 2 performs the bind, then the Client 1 Connection Policy will not match but the Client

2 Connection Policy will, so the connection will be re-associated with that client connection policy. Whenever a
connection is associated with a client connection policy, the server will check to see if the maximum number of
client connections have already been associated with that policy. If so, then the newly-associated connection will be
terminated.

For example, Client 1 opens a new connection. Because it is a new connection not yet associated with connection
criteria, it is assigned to the Unauthenticated Connection Policy. Client 1 then sends a bind request. The determination
of whether the bind operation is allowed is made based on the constraints defined in the Unauthenticated Connection
Policy, because it is the client connection policy already assigned to the client connection. Once the bind has
completed, then the server will reevaluate the client connection policy against the connection criteria associated

with Client 1 Connection Policy, because it has the lowest evaluation order index. The associated connection criteria
match, so processing stops and the client connection is assigned to the Client 1 Connection Policy.

Next, Client 2 opens a new connection. Because it is a new connection not yet associated with connection criteria, it
is assigned to the Unauthenticated Connection Policy. When Client 2 sends a bind request, the operation is allowed
based on the constraints defined in the Unauthenticated Connection Policy. Once the bind is complete, the client
connection is evaluated against the connection criteria associated with Client 1 Connection Policy, because it has the
lowest evaluation order index. The associated connection criteria do not match, so the client 2 connection is evaluated
against the connection criteria associated with Client 2 Connection Policy, because it has the next lowest evaluation
order index. The associated connection criteria match, so processing stops and the client connection is assigned to
Client 2 Connection Policy.

Client 1 sends a search request. The Client 1 Connection Policy is used to determine whether the search operation
should be allowed, because this is the client connection policy assigned to the client connection for client 1. The
connection is not reevaluated, before or after processing the search operation.
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To Configure a Client Connection Policy Using the Console

. Open the Administrative Console. Provide a username and password, and then click Login.

In the Core Server section, click Client Connection Policies. If you do not see Client Connection Policies on
the menu, change the Object Types filter to Standard.

Click Add New to add a new policy.

4. Enter a Policy ID. If you want to base your new client connection policy on an existing policy, select it from the

Template menu.
Configure the properties of the client connection policy. To enable the policy, select Enabled.

Enter the order in which you want the new policy to be evaluated in the Evaluation Order Index box, and then
click Continue. A policy with a lower index is evaluated before a policy with a higher index. The Directory
Server uses the first evaluated policy that applies to a client connection.

Select the connection criteria that match the client connection for this policy. Click View and edit to change the
criteria. Click Select New to add new criteria. Select the operations allowed for clients that are members of this
connection group. Use the Add and Remove buttons to make operations available to clients. Specify the extended
operations that clients are allowed and denied to use.

Enter the type of authorization allowed and the SASL mechanisms that are allowed and denied in response to
client requests.

Check the Include Backend Subtree Views check box if you want to automatically include the subtree views of
backends configured in the Directory Server. You can also choose to include and exclude specific base DNs using
the appropriate fields.

10. Once you have finished configuring the properties of your client connection policy, click Confirm then Save

to review the dsconfig command equivalent and save your changes. Click Save Now to save your changes
without first reviewing the dsconfig output.

To Configure a Client Connection Policy Using dsconfig

You can configure a client connection policy using the dsconfig tool in interactive mode from the command line.
You can access the Client Connection Policy menu on the Standard objects menu.

1.

® AN

Use the dsconfig tool to create and configure a client connection policy. Specify the host name, connection
method, port number, and bind DN as described in previous procedures.

On the Directory Server main menu, change to the Standard objects menu by entering o and then entering the
number for the Standard menu.

On the Directory Server main menu, enter the number associated with Client Connection Policy.

. On the Client Connection Policy management menu, type the number corresponding to Create a new

connection policy.

Enter n to create a new client connection policy from scratch.

Next, enter a name for the new client connection policy.

On the Enabled Property menu, select true to enable the connection policy.

On the Evaluation-Order Property menu, type a value between 0 and 2147483647 to set the evaluation order
for the policy. A client connection policy with a lower evaluation-order will be evaluated before one with a higher
number. For this example, type 9999.

On the Client Connection Policy menu, review the configuration. If you want to make any further modifications,
enter the number corresponding to the property. Enter £ to finish the creation of the client connection policy.

Any changes that you make to the client connection policy do not apply to existing connections. They will only
apply to new connections.

Restricting Server Access Based on Client IP Address

Another common use case is to limit client access to the Directory Server. Two methods are available:

Connection Handlers. You can limit the IP addresses using the LDAP or LDAPS connection handlers. The
connection handlers provide an allowed-client property and a denied-client property. The allowed-
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client property specifies the set of allowable address masks that can establish connections to the handler. The
denied-client property specifies the set of address masks that are not allowed to establish connections to the
handler.

* Client Connection Policies. You can take a more fine-grained approach by restricting access by configuring a
new Client Connection Policy, then create a new connection criteria and associate it with the connection policy.
Connection criteria define sets of criteria for grouping and describing client connections based on a number of
properties, including the protocol, client address, connection security, and authentication state for the connection.
Each client connection policy may be associated with zero or more Connection Criteria, and server components
may use Connection Criteria to indicate which connections should be processed and what kind of processing
should be performed (e.g., to select connections and/or operations for filtered logging, or to classify connections
for network groups).

To Restrict Server Access Using the Connection Handlers

* Usedsconfigtosetthe allowed-client property for the LDAP connection handler. You should specify
the address mask for the range of allowable IP addresses that can establish connections to the Directory Server.
You should also specify the loopback address, 127.0.0.1, so that you will still be able to configure the server using
the dsconfig tool on the local host.

$ bin/dsconfig set-connection-handler-prop \
--handler—-name "LDAP Connection Handler" \
--set "allowed-client:10.6.1.*" \
--set allowed-client:127.0.0.1

To Restrict Server Access Using Client Connection Policies

1. Create a simple connection criteria. The following example uses the dsconfig tool in non-interactive mode. It
allows only the Directory Server’s IP address and loopback to have access.

$ bin/dsconfig set-connection-criteria-prop \
--criteria-name allowed-ip-addrs \
--add included-client-address:10.6.1.80 \
--add included-client-address:127.0.0.1
2. Assign the criteria to the client connection policy. After you have run the following command, access is denied to
remote IP addresses. The Directory Server does not require a restart.

$ bin/dsconfig set-client-connection-policy-prop \
--policy-name new-policy \
--set connection-criteria:allowed-ip-addrs
3. Add aremote IP range to the criteria. For this example, add 10.6.1.*. Access from any remote servers is allowed.
The Directory Server does not require a restart.

$ bin/dsconfig set-connection-criteria-prop \
--criteria-name allowed-ip-addrs \
--add "included-client-address:10.6.1.*"
4. To restore default behavior, you can remove the criteria from the connection policy. The Directory Server does not
require a restart. Remember to include the LDAP or LDAPS connection parameters (e.g., hostname, port, bindDN,
bindPassword) with the dsconfig command.

$ bin/dsconfig set-client-connection-policy-prop \
--policy-name new-policy —--remove connection-criteria:allowed-ip-addrs
To Automatically Authenticate Clients that Have a Secure Communication Channel

The Directory Server provides an option to automatically authenticate clients that have a secure communication
channel (either SSL or StartTLS) and presented their own certificate. This option is disabled by default, but when
enabled, the net effect will be as if the client issued a SASL EXTERNAL bind request on that connection.

This option will be ignored if the client connection is already authenticated (e.g., because it is using StartTLS but the
client had already performed a bind before the StartTLS request). If the bind attempt fails, then the connection will
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remain unauthenticated but usable. If the client subsequently sends a bind request on the connection, then it will be
processed as normal and any automatic authentication will be destroyed.

* Run the following dsconfig command.

$ bin/dsconfig set-connection-handler-prop \
--handler—-name "LDAPS Connection Handler" \
--set "auto-authenticate-using-client-certificate:true"

Securing the Server with Lockdown Mode

The Directory Server provides tools to enter and leave lockdown mode if the server requires a security lockdown.
In lockdown mode, only users with the 1ockdown-mode privilege can perform operations, while those without
the privilege are rejected. Root users have this privilege by default; other administrators can be given this privilege.
Lockdown mode can also be configured as a recurring task.

The Directory Server can be manually placed into lockdown mode to perform some administrative operation while
ensuring that other client requests are not allowed to access any data in the server. In addition, some configuration
problems (particularly problems that could lead to inadvertent exposure of sensitive information, like an access
control rule that cannot be properly parsed) cause the server to place itself in lockdown mode, so that an administrator
can manually correct the problem. Lockdown mode does not persist across restarts. The directory server can be

taken out of lockdown mode by using either the 1eave-1lockdown-mode tool or by restarting the server. If
administrators want to start a server in lockdown mode, they can use the start-server --lockdownMode option.

Any client request to the Directory Server in lockdown mode receives an "Unavailable" response.

To Manually Enter Lockdown Mode

* Use enter-lockdown-mode to begin a lockdown mode.

S bin/enter-lockdown-mode

To Leave Lockdown Mode

* Use leave-lockdown-mode to end lockdown mode.

S bin/leave-lockdown-mode

To Start a Server in Lockdown Mode

* Use the --lockdownMode option with the start-server tool to start a server in lockdown mode.

S bin/start-server --lockdownMode

Configuring Maximum Shutdown Time

During shutdown, some database checkpointing and cleaning threads may remain active even after the default

time period on systems with very large or very busy database backends. If checkpointing or cleaning is aborted
prematurely, it could possible lead to significantly longer startup times for the Directory Server. The Directory Server
provides an option for administrators to set the maximum time a shutdown process should take. When a shutdown
process is initiated, the server begins stopping all of its internal components and waits up to 5 minutes for all threads
to complete before exiting.

Administrators can use the dsconfig tool to increase the maximum shutdown time to allow database operations to
complete.
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To Configure the Maximum Shutdown Time

» Use the dsconfig tool to increase the maximum shutdown time for your system. The following command
increases the maximum shutdown time from 5 minutes to 6 minutes. The command allows time values of w
(weeks), d (days), h (hours), m (minutes), s (seconds), ms (milliseconds).

$ bin/dsconfig set-global-configuration-prop --set "maximum-shutdown-time:6
m"

Remember to include the LDAP or LDAPS connection parameters (e.g., host name, port, bindDN and bindDN
password) with the dsconfig command.

The maximum-shutdown-time property can also be changed using the dsconfig tool in interactive mode.
From the main menu, select Global Configuration, and then select the option to display advanced properties.

Working with Referrals

A referral is a redirection mechanism that tells client applications that a requested entry or set of entries is not present
on the Directory Server but can be accessed on another server. Referrals can be used when entries are located on
another server. The Directory Server implements two types of referrals depending on the requirement.

* Referral on Update Plug-in. The Directory Server provides a Referral on Update Plug-in to create any referrals
for update requests (add, delete, modify, or modDN operations) on read-only servers. For example, given two
replicated directory servers where one server is a master (read-write) and the other, a read-only server, you can
configure a referral for any client update requests on the second directory server to point to the master server. If a
client application sends an add request, for example, on the second directory server, the directory server responds
with a referral that indicates any updates should be made on the master server. All read requests on the read-only
server will be processed as normal.

* Smart Referrals. The Directory Server supports smart referrals that map an entry or a specific branch of a DIT
to an LDAP URL. Any client requests (reads or writes) targeting at or below the branch of the DIT will send a
referral to the server designated in the LDAP URL.

Specifying LDAP URLs

Referrals use LDAP URLSs to redirect a client application’s request to another server. LDAP URLs have a specific
format, described in RFC 4516 and require that all special characters be properly escaped and any spaces indicated as
"%20". LDAP URLSs have the following syntax:

ldap[s]://hostname:port/base-dn?attributes?scope?filter
where

* ldap[s] indicates the type of LDAP connection to the Directory Server. If the Directory Server connects over a
standard, non-encrypted connection, then Idap is used; if it connects over SSL, then ldaps is used. Note that any
search request initiated by means of an LDAP URL is anonymous by default, unless an LDAP client provides
authentication.

* hostname specifies the host name or IP address of the Directory Server.

» port specifies the port number of the Directory Server. If no port number is provided, the default LDAP port (389)
or LDAPS port (636) is used.

* base-dn specifies the distinguished name (DN) of an entry in the DIT. The Directory Server uses the base DN as
the starting point entry for its searches. If no base DN is provided, the search begins at the root of the DIT.

 attributes specifies those attributes for which the Directory Server should search and return. You can indicate
more than one attribute by providing a comma-separated list of attributes. If no attributes are provided, the search
returns all attributes.

* scope specifies the scope of the search, which could be one of the following: base (only search the specified base
DN entry), one (only search one level below the specified base DN), sub (search the base entry and all entries
below the specified base DN). If no scope is provided, the server performs a base search.
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» filter specifies the search filter to apply to entries within the scope of the search. If no filter is provided, the server
uses +.

Creating Referrals

You can create a smart referral by adding an entry with the referral and extensibleObject object classes or
adding the object classes to a specific entry. The referral object class designates the entry as a referral object. The
extensibleObject object class allows you to match the target entry by matching any schema attribute. The

following example shows how to set up a smart referral if a portion of a DIT is located on another server.

To Create a Referral

1. Create an LDIF file with an entry that contains the referral and extensibleObject object classes.

dn: ou=EngineeringTeaml, ou=People,dc=example, dc=com
objectClass: top

objectClass: referral

objectClass: extensibleObject

ou: Engineering Teaml

ref: ldap://server2.example.com: 6389/
ou=EngineeringTeaml, ou=People, dc=example, dc=com

2. On the first server, add the referral entry using the 1dapmodi fy command.

$ bin/ldapmodify --defaultAdd --fileName referral-entry.ldif
3. Verify the addition by searching for a user.

$ bin/ldapsearch --baseDN ou=People,dc=example,dc=com " (uid=user.4)"

SearchReference (referralURLs={1ldap://server2.example.com: 6389/
ou=EngineeringTeaml, ou=People,dc=example,dc=com??sub?})

To Modify a Referral

* Use ldapmodify with the manageDSAIT control to modify the ref attribute on the referral entry.

$ bin/ldapmodify --control manageDSAIT

dn: ou=EngineeringTeaml, ou=People,dc=example, dc=com
changetype: modify

replace: ref

ref: ldap://server3.example.com/
ou=EngineeringTeaml, ou=People,dc=example, dc=com

To Delete a Referral
* Use ldapdelete with the manageDSAIT control to delete the referral entry.

$ bin/ldapdelete \
-—-control manageDSAIT "ou=EngineeringTeaml, ou=People,dc=example,dc=com"

Configuring a Read-Only Server

The PingDirectory Server provides a means to configure a hub-like, read-only directory server for legacy systems
that require it. The read-only directory server participates in replication but cannot respond to any update requests
from an external client. You can configure the Directory Server by setting the writability mode to internal-only, which
makes the server operate in read-only mode. Read-only mode directory servers can process update operations from
internal operations but reject any write requests from external clients. Because the Directory Server cannot accept
write requests, you can configure the server to send a referral, which redirects a client's request to a master server. The
client must perform the operation again on the server named in the referral.
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Note: For Implementers of Third Party Extensions. Many Server SDK extensions use the
InternalConnection interface to process operations in the server, rather than issuing LDAP requests
over the network. If an extension does so in response to an external update request, then any Directory Server
using that extension will effectively respond to external update requests, even though the Directory Server

is configured to operate in read-only mode, as described above. One possible workaround is to split the
extension into two extensions, one for reads and one for writes, then disabling (or not deploying) the write-
only extension when configuring a Directory Server in read-only mode.

Qi

To Configure a Read-Only Server

1. Install two replicating directory servers. See Replication Configuration for various ways to set up your servers.
2. On the second server, use the dsconfig command to set the writability mode of the server to internal-only.

$ bin/dsconfig set-global-configuration-prop \
--set writability-mode:internal-only

3. On the second server, use the dsconfig tool to create a referral that instructs the server to redirect client write
requests under dc=example, dc=com to serverl.example.com:1389. The referral itself is defined as a plugin of
type Referral on Update. This command sets up the server to process read operations but redirects all write
operations under dc=example, dc=com to another server.

$ bin/dsconfig create-plugin --plugin-name "Refer Updates" \
--type referral-on-update \
--set enabled:true \
--set referral-base-url:ldap://serverl.example.com:1389/ \
--set "base-dn:dc=example,dc=com"

4. To test the referral, attempt to modify an entry and confirm that the server responds with the result code of 10. The
resulting message is available in the server's access log.

$ bin/ldapmodify -p 2389 -D "cn=Directory Manager" -w password
dn: uid=user.l2,ou=People,dc=example, dc=com

changetype:modify

replace:telephoneNumber

telephoneNumber: +1 408 555 1155

[06/Aug/2012:15:28:21.468 -0400] MODIFY

RESULT conn=86 op=1 msgID=1 requesterIP="127.0.0.1"
dn="uid=user.1l2, ou=People, dc=example,dc=com" resultCode=10
referralURLs="1dap://serverl.example.com:1389/uid=user.12,
ou=People,dc=example,dc=com" etime=0.223

Configuring HTTP Access for the Directory Server

Although most clients communicate with the PingDirectory Server using LDAP, the server also provides support

for an HTTP connection handler that uses Java servlets to serve content to clients over HTTP. Ping Identity offers

an extension that uses this HTTP connection handler to add support for the System for Cross-domain Identity
Management (SCIM) protocol. Third-party developers can also use the Server SDK to write extensions that leverage
this HTTP support.

The following sections describe how to configure HTTP servlet extensions and how to configure an HTTP connection
handler.

Configuring HTTP Servlet Extensions

To use the HTTP connection handler, you must first configure one or more servlet extensions. Servlet extensions

are responsible for obtaining Java servlets (using the Java Servlet 3.0 specification as described in JSR 315) and
registering them to be invoked using one or more context paths. If you plan to deploy the SCIM extension, then you
should follow the instructions in Chapter 24, "Managing the SCIM Servlet Extension." For custom servlet extensions
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created using the Server SDK, the process varies based on whether you are using a Java-based or Groovy-scripted
extension.

Web Application Servlet Extensions

A Web application may be deployed either as a WAR file that has been packaged according to the standard layout
and containing a web.xml deployment descriptor, or from a directory containing the application's source components
arranged in the standard layout.

When deploying a Web application from a directory, you may specify the location of the web . xm1 deployment
descriptor if it is not in the standard location. You may also specify the directory used by the server for temporary
files. At runtime the web application has access to the server classes.

Java-based Servlet Extensions

For Java-based extensions, first use the Server SDK to create and build the extension bundle as described in the
Server SDK documentation. Then, install it using the manage-extension tool as follows:

$ bin/manage-extension --install/path/to/extension.zip

The Java-based extension may then be configured for use in the server using dsconfig or the Administrative
Console. Create a new Third Party HTTP Servlet Extension, specifying the fully-qualified name for the
HTTPServletExtension subclass in the extension-class property, and providing any appropriate
arguments in the extension-argument property.

Note: Web Application and Servlet extensions run in a shared embedded web application server
environment. Incompatiblities or conflicts may arise from use of different versions of commonly used jars
or including frameworks such as loggers, Spring components, JAX-RS implementations or other resources
which may require a dedicated Java Virtual Machine (JVM) environment. After introducing a custom
extension, check the server error log for an indication that the extension loaded successfully. The error log
may also contain debug information if the extension failed to load with an initialization exception or did not
complete initialization.

=5

Groovy-Scripted Extensions

For Groovy-scripted extensions, place the necessary Groovy scripts in the appropriate directory (based on the
package for those scripts) below the 1ib/groovy-scripted-extensions directory. Then, create a new
Groovy Scripted HTTP Servlet Extension, specifying the fully-qualified Groovy class name for the script-class
property, and providing any appropriate arguments in the script-argument property.

Configuring HTTP Operation Loggers

Servlet extensions may write error log messages in the same way as any other kind of server component, but
interaction with HTTP clients will not be recorded in the server access log. However, if a servlet extension performs
internal operations to interact with data held in the directory server, then those operations may be captured in the
access log. To capture information about communication with HTTP clients, you must configure one or more HTTP
operations loggers.

By default, the server comes with a single HTTP operation logger implementation, which uses the standard W3C

common log format. It records messages in a format like the following:

127.0.0.1 - - [01/Jan/2012:00:00:00 -0600]"GET/hello HTTP/1.1" 200 113

The log message contains the following elements:

* The IP address of the client that issued the request.

» The RFC 1413 (ident) identity of the client. Because the ident protocol is not typically provided by HTTP clients,
the HTTP connection handler never requests this information. This identity will always be represented as a dash to
indicate that information is not available.
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* The authenticated identity determined for the request by HTTP authentication, or a dash to indicate that the
request was not authenticated.

* The time that the request was received.

* The request issued by the client, including the HTTP method, path and optional query string, and the HTTP
protocol version used.

» The integer representation of the HTTP status code for the response to the client.
* The number of bytes included in the body of the response to the client.

To configure an HTTP operation logger to use this common log format, create a new instance of a Common Log

File HTTP Operation Log Publisher object, specifying the path and name for the active log file to be written and the
rotation and retention policies that should be used to manage the log files. In general, properties for Common Log File
HTTP Operation Log Publisher objects have the same meaning and use as they do for other kinds of loggers.

You can use the Server SDK to create custom Java-based or Groovy-scripted HTTP operation loggers using the Third
Party HTTP Operation Log Publisher and Groovy Scripted HTTP Operation Log Publisher object types.

Example HTTP Log Publishers

When troubleshooting HTTP Connection Handler issues, administrators should first look at the logs to determine any
potential problems. The following section shows some dsconfig commands and their corresponding log files.

Default Configuration Example. You can configure a default detailed HTTP Log Publisher with default log rotation
and retention policies as follows:

$ bin/dsconfig create-log-publisher \
--publisher-name "HTTP Detailed Access Logger" \
--type detailed-http-operation \
--set enabled:true \
--set log-file:logs/http-detailed-access \
--set "rotation-policy:24 Hours Time Limit Rotation Policy" \
--set "rotation-policy:Size Limit Rotation Policy" \
--set "retention-policy:File Count Retention Policy" \
--set "retention-policy:Free Disk Space Retention Policy" \
--set "retention-policy:Size Limit Retention Policy"

The corresponding log file provides access information below. The log message contains the following elements:

The time that the request was received.

The request ID issued by the client, including the IP address, port, HTTP method, and URL.
The authorization type, request content type, and status code.

The response content length.

The redirect URL

The response content type.

The HTTP log file is shown as follows:

[23/Feb/2012:01:19:45 -0600] RESULT requestID=4300604 from="10.5.1.10:53269"
method="GET" url="https://10.5.1.129:443/Gimel/Users/

uid=user.402914, ou=People,

dc=gimel" authorizationType="Basic" requestContentType="application/json"
statusCode=200 etime=4.145 responseContentLength=1530 redirectURI="https://
x2270-11.example.lab:443/Gimel /Users/uid=user.402914, ou=people,dc=gimel"
responseContentType="application/json"

[23/Feb/2012:01:19:45 -0600] RESULT requestID=4300605 from="10.5.1.10:53269"
method="PUT" url="https://10.5.1.129:443/Gimel/Users/

uid=user.207585, ou=people,

dc=gimel" authorizationType="Basic" requestContentType="application/json"
statusCode=200 etime=4.872 responseContentLength=1532 redirectURI="https://
x2270-11.example.lab:443/Gimel /Users/uid=user.207585, ou=people,dc=gimel"
responseContentType="application/json"

[23/Feb/2012:11:31:18 -0600] RESULT requestID=4309872 from="10.5.1.10:3
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Configuration with Request/Response Header Names and Values. The following example adds request/response
header names and values, including the "Content-Type" request header, which is normally suppressed by default.

$ bin/dsconfig set-log-publisher-prop \
--publisher-name "HTTP Detailed Access Logger" \
--set log-request-headers:header-names-and-values \
--remove suppressed-request-header-name:Content-Type \
--set log-response-headers:header-names-and-values

The following is a log example of a query request by a SCIM Server using the property, scim—-query-rate. The
log message contains the basic log elements shown in the first example plus the following additional information:

The request header for the host, http method, content type, connection, user agent.
The response header for the access-control credentials.

[23/0ct/2012:11:39:41-0600] RESULT requestID=4665307 from="10.5.0.20:56044"
method="GET" url="https://10.5.1.129:443/Beth/Users?attributes=userName,title,
emails,urn:scim:schemas:extension:custom:1.0:descriptions,urn:scim:schemas:
extension:enterprise:1.0:manager,groups,urn:scim:schemas:extension:custom:1.0:
blob&filter=userName+teq+%$22user.18935%22" requestHeader="Host:
x2270-11.example.
lab:443" requestHeader="Accept: application/json" requestHeader="Content-Type:
application/json" requestHeader="Connection: keep-alive"
requestHeader="User-Agent: Wink Client v1.1.2" authorizationType="Basic"
requestContentType="application/json" statusCode=200 etime=140.384
responseContentLength=11778 responseHeader="Access-Control-Allow-Credentials:
true" responseContentType="application/json"

Another log example shows an example user creation event. The client is curl.

[23/0ct/2016:11:50:11-0600] RESULT requestID=4802791 from="10.8.1.229:52357"

method="POST" url="https://10.2.1.113:443/Aleph/Users/" requestHeader="Host:
x2270~-

11l.example.lab" requestHeader="Expect: 100-continue" requestHeader="Accept:
applica-

tion/xml" requestHeader="Content-Type: application/xml" requestHeader="User-

Agent:

curl/7.21.4 (universal-apple-darwinll.O) libcurl/7.21.4 OpenSSL/0.9.8r
zlib/1.2.5"

authorizationType="Basic" requestContentType="application/xml" requestContent-

Length=1773 statusCode=201 etime=11.598 responseContentlLength=1472 redirec-
tURI="https://x2270-11.example.lab:443/Aleph/Users/b2cef63c-5e46-11el-974b-
60334bla0d7a" responseContentType="application/xml"

The final example shows a user deletion request. The client is the Sync Server.

[23/0ct/2016:11:38:06-0600] RESULT requestID=4610261 from="10.5.1.114:34558"

method="DELETE" url="https://10.2.1.113:443/Aleph/Users/b8547525-24e0-4lae-

b6ob-

0b441800de70" requestHeader="Host: x2270-11.example.lab:443"
requestHeader="Accept:

application/Jjson" requestHeader="Content-Type: application/json"
requestHeader="Con-

nection: keep-alive" requestHeader="User-Agent: DataSync-6.0.0.0 (Build
20121022173845Z, Revision 11281)" authorizationType="Basic"
requestContentType="appli-

cation/json" statusCode=200 etime=10.615 responseContentLength=0

Configuring HTTP Connection Handlers

HTTP connection handlers are responsible for managing the communication with HTTP clients and invoking servlets
to process requests from those clients. They can also be used to host web applications on the server. Each HTTP
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connection handler must be configured with one or more HTTP servlet extensions and zero or more HTTP operation
log publishers.

If the HTTP Connection Handler cannot be started (for example, if its associated HTTP Servlet Extension fails
to initialize), then this will not prevent the entire Directory Server from starting. The Directory Server's start-
server tool will output any errors to the error log. This allows the Directory Server to continue serving LDAP
requests even with a bad servlet extension.

The configuration properties available for use with an HTTP connection handler include:

+ listen-address. Specifies the address on which the connection handler will listen for requests from clients. If not
specified, then requests will be accepted on all addresses bound to the system.

 listen-port. Specifies the port on which the connection handler will listen for requests from clients. Required.

» use-ssl. Indicates whether the connection handler will use SSL/TLS to secure communications with clients
(whether it uses HTTPS rather than HTTP). If SSL is enabled, then key-manager-provider and trust-
manager-provider values must also be specified.

» http-servlet-extension. Specifies the set of servlet extensions that will be enabled for use with the connection
handler. You can have multiple HTTP connection handlers (listening on different address/port combinations) with
identical or different sets of servlet extensions. At least one servlet extension must be configured.

* http-operation-log-publisher. Specifies the set of HTTP operation log publishers that should be used with the
connection handler. By default, no HTTP operation log publishers will be used.

» key-manager-provider. Specifies the key manager provider that will be used to obtain the certificate presented to
clients if SSL is enabled.

* trust-manager-provider. Specifies the trust manager provider that will be used to determine whether to accept
any client certificates presented to the server.

* num-request-handlers. Specifies the number of threads that should be used to process requests from HTTP
clients. These threads are separate from the worker threads used to process other kinds of requests. The default
value of zero means the number of threads will be automatically selected based on the number of CPUs available
to the JVM.

* web-application-extension. Specifies the Web applications to be hosted by the server.

To Configure an HTTP Connection Handler

An HTTP connection handler has two dependent configuration objects: one or more HTTP servlet extensions and
optionally, an HTTP log publisher. The HTTP servlet extension and log publisher must be configured prior to
configuring the HTTP connection handler. The log publisher is optional but in most cases, you want to configure one
or more logs to troubleshoot any issues with your HTTP connection.

1. The first step is to configure your HTTP servlet extensions. The following example uses the
ExampleHTTPServletExtension in the Server SDK.

$ bin/dsconfig create-http-servlet-extension \
--extension-name "Hello World Servlet" \
-—-type third-party \
--set "extension-
class:com.unboundid.directory.sdk.examples.ExampleHTTPServletExtension" \
--set "extension-argument:path=/" \
--set "extension-argument:name=example-servliet"

2. Next, configure one or more HTTP log publishers. The following example configures two log publishers: one
for common access; the other, detailed access. Both log publishers use the default configuration settings for log
rotation and retention.

$ bin/dsconfig create-log-publisher \
--publisher-name "HTTP Common Access Logger" \
--type common-log-file-http-operation \
--set enabled:true \
--set log-file:logs/http-common-access \
--set "rotation-policy:24 Hours Time Limit Rotation Policy" \
--set "rotation-policy:Size Limit Rotation Policy" \
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--set "retention-policy:File Count Retention Policy" \
--set "retention-policy:Free Disk Space Retention Policy"

$ bin/dsconfig create-log-publisher \
--publisher-name "HTTP Detailed Access Logger" \
-—type detailed-http-operation \
--set enabled:true \
--set log-file:logs/http-detailed-access \
--set "rotation-policy:24 Hours Time Limit Rotation Policy" \
--set "rotation-policy:Size Limit Rotation Policy" \
--set "retention-policy:File Count Retention Policy" \
--set "retention-policy:Free Disk Space Retention Policy"

3. Configure the HTTP connection handler by specifying the HTTP servlet extension and log publishers. Note that

some configuration properties can be later updated on the fly while others, like 1isten-port, require that the
HTTP Connection Handler be disabled, then re-enabled for the change to take effect.

$ bin/dsconfig create-connection-handler \
--handler-name "Hello World HTTP Connection Handler" \
-—type http \
--set enabled:true \
--set listen-port:8443 \
--set use-ssl:true \
--set "http-servlet-extension:Hello World Servlet" \
--set "http-operation-log-publisher:HTTP Common Access Logger" \
--set "http-operation-log-publisher:HTTP Detailed Access Logger" \
--set "key-manager-provider:JKS" \
--set "trust-manager-provider:JKS"
4. By default, the HTTP connection handler has an advanced monitor entry property, keep-stats, that is set to
TRUE by default. You can monitor the connection handler using the 1dapsearch tool.

$ bin/ldapsearch --baseDN "cn=monitor" \
" (objectClass=ds-http-connection-handler-statistics-monitor-entry)"

To Configure an HTTP Connection Handler for Web Applications
1. Create the Web application servlet extension.

$ bin/dsconfig create-web-application-extension \
--extension-name "Hello Web Application" \
--set "base-context-path:/hello-app" \
--set "document-root-directory:/opt/hello-web-app"
2. By default, the HTTP connection handler has an advanced monitor entry property, keep-stats, that is set to
TRUE by default. You can monitor the connection handler using the 1dapsearch tool.

$ bin/ldapsearch --baseDN "cn=monitor" \
" (objectClass=ds-http-connection-handler-statistics-monitor-entry)"

HTTP Correlation IDs

A typical request to a software system is handled by multiple subsystems, many of which may be distinct servers
residing on distinct hosts and locations. Tracing the request flow on distributed systems can be challenging, as log
messages are scattered across various systems and intermingled with messages for other requests. To make this easier,
a correlation ID can be assigned to a request, which is then added to every associated operation as the request flows
through the larger system. The correlation ID allows related log messages to be easily located and grouped. The
server supports correlation IDs for all HTTP requests received through its HTTP(S) Connection Handler.

When an HTTP request is received, it is automatically assigned a correlation ID. This ID can be used to correlate
HTTP responses with messages recorded to the HTTP Detailed Operation log and the trace log. For specific

web APIs, the correlation ID may also be passed to the LDAP subsystem. For the SCIM 1, Delegated Admin,
Consent, and Directory REST APIs, the correlation ID will also appear with associated requests in LDAP logs in the
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correlationID key. The correlation ID is also used as the default client request ID value in Intermediate Client
Request Controls used by the SCIM 2, Consent, and Directory REST APIs. Values related to the Intermediate Client
Request Control appear in the LDAP logs in the via key, and are forwarded to downstream LDAP servers when
received by the PingDirectoryProxy Server. The correlation ID header is also added to requests forwarded by the
PingDataGovernance gateway.

For Server SDK extensions that have access to the current HttpServletRequest, the current correlation ID can be
retrieved as a string through the HttpServletRequest's com.pingidentity.pingdata.correlation id
attribute. For example:

(String) request.getAttribute ("com.pingidentity.pingdata.correlation id");

Configure HTTP Correlation ID Support
Correlation ID support is enabled by default for each HTTP Connection Handler.

» To enable correlation ID support for the HTTPS Connection Handler:

$ dsconfig set-connection-handler-prop \
--handler-name "HTTPS Connection Handler" \
--set use-correlation-id-header:true

» To disable correlation ID support for the HTTPS Connection Handler:

$ dsconfig set-connection-handler-prop \
--handler—-name "HTTPS Connection Handler" \
--set use-correlation-id-header:false
Configuring the correlation ID response header

* The server will generate a correlation ID for every HTTP request and send it in the response through the
Correlation-1Id response header. This response header name can be customized. The following example
changes the correlation-id-response-header property to "X-Request-1d."

$ dsconfig set-connection-handler-prop \
--handler—-name "HTTPS Connection Handler" \
--set correlation-id-response-header:X-Request-Id

Accepting an incoming correlation ID from the request

* By default, the server generates a new, unique correlation ID for each HTTP request, and ignores any correlation
ID that may be set on the request. This can be changed by designating the names of one or more HTTP request
headers that contain an existing correlation ID value. This enables the server to integrate with a larger system
consisting of every servers using correlation IDs.

$ dsconfig set-connection-handler-prop --handler-name "HTTPS Connection
Handler" \

--set correlation-id-request-header:X-Request-Id \

--set correlation-id-request-header:X-Correlation-Id \

--set correlation-id-request-header:Correlation-Id \

--set correlation-id-request-header:X-Amzn-Trace-Id

HTTP Correlation ID Example Use

In this example, a request to the Directory REST API is made and the correlation ID enables finding HTTP-specific
log messages with LDAP-specific log messages. The response to the API call includes a Correlation-1d header with
the value a54aee33-c6c6-4467-be25-efdldb7a8b76.

GET /directory/vl/me?includeAttributes=mail HTTP/1.1
Accept: */*

Accept-Encoding: gzip, deflate

Authorization: Bearer

Connection: keep-alive

Host: localhost:1443

User-Agent: HTTPie/0.9.9
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HTTP/1.1 200 OK

Content-Length: 266

Content-Type: application/hal+json

Correlation-Id: ee919049-6710-4594-9c66-28bdadadbl2?
Date: Fri, 02 Nov 2018 15:16:50 GMT

Request-Id: 369

{

" dn": "uid=user.86, ou=People,dc=example,dc=com",
" links": {
"schemas": [
{
"href": "https://localhost:1443/directory/vl1/schemas/
inetOrgPerson"
}
1,
"self": {

"href": "https://localhost:1443/directory/vl/
uid=user.86,ou=People, dc=example,dc=com"
}
b
"mail": [
"user.86lexample.com"
]
}

This correlation ID can be used to search the HTTP trace log for matching log records, as follows:

S grep 'correlationID="ee919049-6710-4594-9c66-28b4adadbl27""
PingDirectory/logs/debug-trace

[02/Nov/2018:10:16:50.294 -0500] HTTP REQUEST requestID=369
correlationID="ee919049-6710-4594-9c66-28b4adadbl27" product="Ping Identity
Directory Server" instanceName="dsl" startupID="W9ikgA==" threadID=52358
from=[0:0:0:0:0:0:0:1]:58918 method=GET url="https://0:0:0:0:0:0:0:1:1443/
directory/vl/me?includeAttributes=mail"

[02/Nov/2018:10:16:50.526 -0500] DEBUG ACCESS-TOKEN-VALIDATOR-PROCESSING
requestID=369 correlationID="ee919049-6710-4594-9c66-28b4adadbl27"
msg="Identity Mapper with DN 'cn=User ID Identity Mapper,cn=Identity
Mappers, cn=config' mapped ID 'user.86' to entry DN

'uid=user.86, ou=people,dc=example,dc=com'"

[02/Nov/2018:10:16:50.526 -0500] DEBUG ACCESS-TOKEN-VALIDATOR-PROCESSING
requestID=369 correlationID="ee919049-6710-4594-9c66-28b4dadadbl27"
accessTokenId="201811020831" msg="Token Validator 'Mock Access Token

Validator' validated access token with active = 'true', sub = 'user.86',
owner = 'uid=user.86,ou=people,dc=example,dc=com', clientId = 'clientl',
scopes = 'ds', expiration = 'none', not-used-before = 'none', current time

= 'Nov 2, 2018 10:16:50 AM CDT' "

[02/Nov/2018:10:16:50.531 -0500] HTTP RESPONSE requestID=369
correlationID="ee919049-6710-4594-9c66-28b4adadbl27"
accessTokenId="201811020831" product="Ping Identity Directory Server"
instanceName="dsl" startupID="W9ikgA==" threadID=52358 statusCode=200
etime=236.932 responseContentLength=266

[02/Nov/2018:10:16:50.531 -0500] DEBUG HTTP-FULL-REQUEST-AND-RESPONSE
requestID=369 correlationID="ee919049-6710-4594-9c66-28b4dadadbl27"
accessTokenId="201811020831" product="Ping Identity Directory

Server" instanceName="dsl" startupID="W9ikgA==" threadID=52358
from=[0:0:0:0:0:0:0:1]:58918 method=GET url="https://0:0:0:0:0:0:0:1:1443/
directory/vl/me?includeAttributes=mail" statusCode=200 etime=236.932
responseContentLength=266 msg="
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The LDAP log messages associated with this request can also be located:

S grep 'correlationID="ee919049-6710-4594-9c66-28b4adadbl27""'
PingDirectory/logs/access

[02/Nov/2018:10:16:50.529 -0500] SEARCH RESULT instanceName="dsl1"
threadID=52358 conn=-371045 op=1657393 msgID=1657394

origin="Directory REST API" httpRequestID="369"
correlationID="ee919049-6710-4594-9c66-28b4dadadbl27"

authDN="uid=user.86, ou=people,dc=example,dc=com" requesterIP="internal"
requesterDN="uid=user.86, ou=People, dc=example, dc=com"
requestControls="1.3.6.1.4.1.30221.2.5.2" via="app='PingDirectory-
dsl' clientIP="'0:0:0:0:0:0:0:1" sessionID='201811020831"
requestID='ee919049-6710-4594-9c66-28bdadadbl27""
base="uid=user.86, ou=people, dc=example,dc=com" scope=0 filter="(&)"
attrs="mail,objectClass" resultCode=0 resultCodeName="Success" etime=0.684
entriesReturned=1

[02/Nov/2018:10:16:50.530 -0500] EXTENDED RESULT

instanceName="dsl" threadID=52358 conn=-371046 op=1657394

msgID=1657395 origin="Directory REST API" httpRequestID="369"
correlationID="ee919049-6710-4594-9c66-28b4dadadbl27"

authDN="cn=Internal Client,cn=Internal, cn=Root DNs,cn=config"
requesterIP="internal" requesterDN="cn=Internal Client,cn=Internal, cn=Root
DNs, cn=config" requestControls="1.3.6.1.4.1.30221.2.5.2"
via="app='PingDirectory-dsl' clientIP='0:0:0:0:0:0:0:1"
sessionID='201811020831" requestID='ee919049-6710-4594-9c66-28bdadadbl27""
requestOID="1.3.6.1.4.1.30221.1.6.1" requestType="Password

Policy State" resultCode=0 resultCodeName="Success"

etime=0.542 usedPrivileges="bypass-acl, password-reset"
responseOID="1.3.6.1.4.1.30221.1.6.1" responseType="Password Policy State"
dn="uid=user.86, ou=People, dc=example, dc=com"

[02/Nov/2018:10:16:50.530 -0500] SEARCH RESULT instanceName="dsl"
threadID=52358 conn=-371048 op=1657397 msgID=1657398

origin="Directory REST API" httpRequestID="369"
correlationID="ee919049-6710-4594-9c66-28bdadadbl27" authDN="cn=Internal
Client,cn=Internal, cn=Root DNs,cn=config" requesterIP="internal"
requesterDN="cn=Internal Client,cn=Internal, cn=Root DNs,cn=config"
requestControls="1.3.6.1.4.1.30221.2.5.2" via="app='PingDirectory-
dsl' clientIP='0:0:0:0:0:0:0:1" sessionID='201811020831"
requestID="'ee919049-6710-4594-9c66-28b4adadbl27'" base="cn=Default Password
Policy,cn=Password Policies,cn=config" scope=0 filter="(&)" attrs="ds-
cfg-password-attribute" resultCode=0 resultCodeName="Success" etime=0.065
preAuthZUsedPrivileges="bypass-acl,config-read" entriesReturned=1

Domain Name Service (DNS) Caching

If needed, two global configuration properties can be used to control the caching of hostname-to-numeric IP address
(DNS lookup) results returned from the name resolution services of the underlying operating system. Use the
dsconfig tool to configure these properties

network-address-cache-ttl — Sets the Java system property networkaddress.cache. ttl, and controls the
length of time in seconds that a hostname-to-IP address mapping can be cached. The default behavior is to keep
resolution results for one hour (3600 seconds). This setting applies to the server and all extensions loaded by the
server.

network-address-outage-cache-enabled — Caches hostname-to-IP address results in the event of a DNS outage.
This is set to true by default, meaning name resolution results are cached. Unexpected service interruptions may
occur during planned or unplanned maintenance, network outages or an infrastructure attack. This cache may
allow the server to function during a DNS outage with minimal impact. This cache is not available to server
extensions.
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IP Address Reverse Name Lookups

PingDirectory Server does not explicitly perform numeric IP address-to-hostname lookups. However, address masks
configured in Access Control Lists (ACIs), Connection Handlers, Connection Criteria, and Certificate handshake
processing may trigger implicit reverse name lookups. For more information about how address masks are configured
in the server, review the following information for each server:

* ACI dns: bind rules under Managing Access Control (Directory Server and Directory Proxy Server)

* ds-auth-allowed-address: Adding Operational Attributes that Restrict Authentication (Directory Server)

» Connection Criteria: Restricting Server Access Based on Client IP Address (Directory Server and Directory Proxy
Server)

» Connection Handlers: restrict server access using Connection Handlers (Configuration Reference Guide for all
Sservers)

Configuring Traffic Through a Load Balancer

If a PingDirectory Server is sitting behind an intermediate HTTP server, such as a load balancer, a reverse proxy, or
a cache, then it will log incoming requests as originating with the intermediate HTTP server instead of the client that
actually sent the request. If the actual client's IP address must be recorded to the trace log, enable X-Forwarded-*
handling in both the intermediate HTTP server and PingDirectory Server. For PingDirectory Servers:

» Edit the appropriate Connection Handler object (HTTPS or HTTP), and set use-forwarded-headers to
true.

* When use-forwarded-headers is set to true, the server will use the client IP address and port information
in the X-Forwarded-* headers instead of the address and port of the entity that's actually sending the request,
the load balancer. This client address information will show up in logs where one would normally expect it to
show up, such as in the from field of the HTTP REQUEST and HTTP RESPONSE messages.

On the load balancer, configure settings to provide the X-Forwarded-* information, such as X-Forwarded-
Host :. See the product documentation for the device type.

Working with the Referential Integrity Plug-in

Referential integrity is a plug-in mechanism that maintains the DN references between an entry and a group member
attribute. For example, if you have a group entry consisting of member attributes specifying the DNs of printers, you

can enable the referential integrity plug-in to ensure that the group entry is automatically removed if a printer entry is
removed from the Directory Server.

The Referential Integrity Plug-in is disabled by default. When enabled, the plug-in performs integrity updates on the
specified attributes (for example, member or uniquemember) after a delete, modify DN, or a rename (i.e., subordinate
modifyDN) operation is logged to the 1logs/ referint file. If an entry is deleted, the plug-in checks the log file
and makes the corresponding change to the associated group entry.

Three important points about the Referential Integrity Plug-in:

* All specified attributes that are configured for Referential Integrity must be indexed.

* On replicated servers, the Referential Integrity Plug-in configuration is not propagated to other replicas; therefore,
you must manually enable the plug-in on each replica.

» The plug-in settings must also be identical on all machines.

» Subtree delete operations are not allowed if the referential integrity plugin is enabled and configured to operate

in synchronous mode. It must be configured to operate in asynchronous mode (by specifying a nonzero update
interval) if subtree delete operations will be performed.
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To Enable the Referential Integrity Plug-in

1. Determine the attributes needed for your system. By default, the member and the uniquemember attributes are
set for the plug-in.

2. Run the dsconfig tool to enable the Referential Integrity Plug-in.

$ bin/dsconfig set-plugin-prop --plugin-name "Referential Integrity" \
--set enabled:true

Working with the Unique Attribute Plug-in

The Unique Attribute plug-in is used to enforce uniqueness constraints on the values of one or more attributes across
a portion of the Directory Server. The plug-in checks for uniqueness prior to an add, modify, or modify DN request
and will instruct the server to reject the request if a constraint violation is found.

The plug-in is disabled by default as it can affect performance in heavy write load environments. Once the plug-in is
enabled, it does not check for attribute uniqueness on existing entries, but only on new ADD, MODIFY, or MODDN
operations. However, administrators can use the identify-unique-attribute-conflicts tool to ensure
that no such conflicts exist in the data.

] Important: All attributes for which uniqueness should be enforced should be indexed

_ for equality in all backends. The LDAP SDK uniqueness request control can be used for
enforcing uniqueness on a per-request basis. See the LDAP SDK documentation and the
com.unboundid. ldap.sdk.unboundidds.controls.UniquenessResponseControl class
for using the control. See the ASN.1 specification to implement support for it in other APIs.

Attribute uniqueness can be enforced in replicated environments in which each replica contains the complete set

of data for which to provide uniqueness, regardless of whether clients communicate directly with the server or
interact with it through a Directory Proxy Server. In such environments, all servers should have identical uniqueness
configurations. Note that it is not possible to completely prevent conflicts that arise from simultaneous writes on
separate replicas. However, such conflicts will be detected after the changes have been replicated and will trigger
administrative alert notifications.

For proxied environments that do not have the complete set of data on all servers (e.g., environments that use entry
balancing or that store different portions of the DIT on different servers), you can implement the Global Uniqueness
Attribute Plug-in on the Directory Proxy Server, instead of enabling the attribute uniqueness plug-in on the Directory
Server. For more information, see the PingDirectoryProxy Server Administration Guide.

To Enable the Unique Attribute Plug-in

1. Determine which attributes must be unique in your data.

2. Run the dsconfig tool to enable the plug-in. By default, the plug-in type property is set to
postsynchronizationadd, postsynchronizationmodify, postsynchronizationmodifydn,
preoperationadd, preoperationmodify, and preopertionmodifydn. If you want to set one plug-
in type, use the --set plugin-type:<operation-type> option. For example, use --set plugin-type:preoperationadd
with the following command if you only want to check for attribute uniqueness prior to ADD operation.

$ bin/dsconfig set-plugin-prop --plugin-name "UID Unique Attribute" \
--set enabled:true

Working with the Purge Expired Data Plug-in

The Purge Expired Data plug-in is used to delete expired entries or attribute values, and cleanup expired PingFederate
Persistent Access Grants. When the plug-in is enabled, a background thread in the plugin periodically searches for
and purges expired data. It is recommended that the Purge Expired Data plug-in be enabled on multiple servers in a
topology. One server can be configured to delete data, while others can be searching for expired data.
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The Purge Expired Data plug-in is created and configured with the dsconfig tool. Configuration options include
the base DN and filter, the items to be purged, how to identify expired data, and the frequency for polling and purging.
The search for expired data must be indexed. An alarm is raised if the server purging data falls behind the confiured
max-updates-per-second. Monitoring information is available in the Admin Console, or cn=monitor

To Configure the Purge Expired Data Plug-in for Expired Entries

This example deletes all unverified account entries that have not been accessed in the past eight weeks. They could
be accounts that potential customers started to create through an application's registration process, but then did not
complete. The phone number or email address that was provided during registration was not verified, and should be
allowed to be used by another account. The server can track the last access time automatically in the ds-last-
access-time attribute by enabling the Last Access Time plug-in.

1. If necessary, enable the Last Access Time plug-in:

S bin/dsconfig set-plugin-prop \
--plugin-name "Last Access Time" \
--set enabled:true

2. The Purge Expired Data Plug-in requires the date attribute that is used to determine expiration to be indexed for
ordering. An index on that attribute must be created:

$ bin/dsconfig create-local-db-index \
--backend-name userRoot \
--index-name ds-last-access-time \
--set index-type:ordering

3. Ifthere is data present in the directory, rebuild the index:

$ bin/rebuild-index \
--baseDN dc=example,dc=com \
--index ds-last-access-time

4. Create the plug-in that purges account entries objectclass=account that are not verified
verified=false after eight weeks of inactivity

$ bin/dsconfig create-plugin \
--plugin-name "Purge Old Unvalidated Accounts" \
--type purge-expired-data \
--set enabled:true \
--set datetime-attribute:ds-last-access-time \
--set "expiration-offset:8 w" \
--set "filter: (& (objectClass=account) (verified=false))"

To Configure the Purge Expired Data Plug-in for Expired Attribute Values

The Purge Expired Data plug-in can also be used to delete values of an attribute that have expired. For example, an
application may track information about an employee’s session, but the session should expire after 24 hours. There
may be multiple active sessions tracked across different devices, with session information that looks like this:

sessionInfo: { “sessionId” : “E85FACO04E331FFCA55549B10B7C7A4FA",
"ipAddress": "10.0.0.00", "userAgent": "Mozilla/5.0 (iPad; U; CPU OS 3 2
like Mac 0OS X; en-us)

AppleWebKit/531.21.10 (KHTML, like Gecko) Version/4.0.4 Mobile/7B367
Safari/531.21.10",
“creationTime” : “2018-03-31T13:10:152” }

In this example, the LDAP attribute is sessioninfo, and the JSON field that stores the time stamp is
creationTime. These will be used to configure the Purge Expired Data plug-in.

To purge the JSON attribute values after 24 hours, rather than the entire session entry, the plug-in can be created with
the following steps.
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1. Create an index on the creationTime field of the sessioninfo attribute:

$ bin/dsconfig create-json-attribute-constraints \
-—attribute-type sessioninfo \
—--set enabled:true

$ bin/dsconfig create-json-field-constraints \
--attribute-type sessioninfo \
-—-json-field creationTime \
--set index-values:true \
--set value-type:string

2. Create and enable the plug-in:

$ bin/dsconfig create-plugin \
--plugin-name "Purge 0Old Session Data Plugin" \
--type purge-expired-data \
--set enabled:true \
--set "custom-datetime-format:yyyy-MM-dd'T'HH:mm:ss'Z'" \
--set datetime-attribute:sessioninfo \
--set datetime-format:custom \
--set datetime-json-field:creationTime \
--set "expiration-offset:1 4" \
--set purge-behavior:delete-json-attribute-values

Configuring Uniqgueness Across Attribute Sets

Attribute uniqueness can be configured across a set of attributes using the multiple-attribute-behavior
property. The multiple-attribute-behavior property can take the following values:

unique-within-each-attribute - If multiple attributes are specified, then uniqueness will be enforced for all values
of each attribute, but the same value may appear in different attributes (in the same entry or in different entries).
For example, assume you have an existing entry that has attributes, telephoneNumber=123-456-7890

and mobile=123-456-7891. If you set the uniqueness plugin to have --set "multiple-attribute-
behavior:unique-within-each-attribute" and add:

An entry with a telephoneNumber value that matches the telephoneNumber attribute in the existing

entry, then the add request will fail.

An entry with a mobile value that matches the mobi le attribute in the existing entry, then that too will fail.

An entry with the same telephoneNumber and mobi le attribute values (e.g., 123-456-7893) but differ

from the values in the existing entry, then the add request will succeed.
unique-across-all-attributes-including-in-same-entry - If multiple attributes are specified, then uniqueness will
be enforced across all of those attributes, so that if a value appears in one of those attributes, that value may not
be present in any other of the listed attributes in the same entry, nor in any of the listed attributes in other entries.
For example, assume you have an existing entry that has attributes, telephoneNumber=123-456-7890
and mobile=123-456-7891. If you set the uniqueness plugin to have --set "multiple-attribute-
behavior:unique-across—-all-attributes-including-in-same-entry" and add:

An entry with a telephoneNumber value (e.g., 123-456-7890) that matches the telephoneNumber
attribute in an existing entry, then the add request will fail.

An entry with a mob1ile value that matches the mob1i 1le attribute in an existing entry, then that too will fail.
An entry with a mobile value (e.g., 123-456-7890) that matches the telephoneNumber attribute in an
existing entry, then that will fail.

An entry with a telephoneNumber value (e.g., 123-456-7891) that matches the mobile attribute in an
existing entry, then that too will fail.

An entry with the same telephoneNumber and mobi le attribute values (e.g., 123-456-7893) but differ
from the values in an existing entry, then the add request will fail.
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* unique-across-all-attributes-except-in-same-entry - If multiple attributes are specified, then uniqueness
will be enforced across all of those attributes, so that if a value appears in one of those attributes, that value
may not be present in any of the listed attributes in other entries. However, the same value may appear in
multiple attributes in the same entry. For example, assume you have an existing entry that has attributes,
telephoneNumber=123-456-7890 and mobile=123-456-7891. If you set the uniqueness plugin to
have --set "multiple-attribute-behavior:unique-across-all-attributes-except-
in-same-entry" and add:

An entry with a telephoneNumber value (e.g., 123-456-7890) that matches the telephoneNumber
attribute in an existing entry, then the add request will fail.

An entry with a mob1i1e value that matches the mobi 1e attribute in the existing entry, then that too will fail.
An entry with amobile value (e.g., 123-456-7890) that matches the telephoneNumber attribute in an
existing entry, then that will fail.

An entry with a telephoneNumber value (e.g., 123-456-7891) that matches the mobi 1e attribute in an
existing entry, then that will fail.

An entry with the same telephoneNumber and mobi le attribute values (e.g., 123-456-7893) but differ
from the values in an existing entry, then the add request will succeed.

To Enable Uniqueness Across Attribute Sets

* Use dsconfig to configure the UID Unique Attribute plug-in to apply across multiple attributes.
Themultiple-attribute-behavior property is setto "unique-within-each-
attribute", which indicates that uniqueness will be enforced for all values of each attribute (e.g.,
telephoneNumber=123-456-7890 and mobile=123-456-7891), but the same value (e.g., either
123-456-7890 or 123-456-7891) may appear in different attributes in the same entry or in different entries.

$ dsconfig create-plugin \
--plug-in "Unique telephoneNumber and mobile" \
-—-type "unique-attribute" \
--set "enabled:true" \
--set "type:telephoneNumber" \
--set "type:mobile" \
--set "multiple-attribute-behavior:unique-within-each-attribute" \
—-—-no-prompt

Working with the Last Access Time Plug-In

The Last Access Time plug-in is used to record the timestamp of the last activity targeting an entry. The plug-in
updates the ds—-last-access-time attribute of the entry when it is accessed by an add, bind, compare, modify,
modify DN, or search operation.

The plug-in can be used with the Directory Server Uncached Attribute Criteria, or any application that needs to
determine how recently an entry has been accessed. The plug-in also enables defining request criteria to limit the
scope of tracking the last access time. The max-search-result-entries-to-update property also prevents
mass updates of ds-last-access-time when searches contain many results, but may not reflect end-user
access. Consider the following when using this plug-in:

* The plugin should be enabled on all servers that have the same configuration.

* Anupdated ds-last-access-time attribute value is replicated like any other change to an entry.

e The ds-last-access—-time attribute is not returned from a search, unless included in the attributes list
explicitly, or given the "+" specification for operational attributes.

*+ Theds-last-access—-time value formatis yyyyMMddHHmmss.SSS 'z "', which provides millisecond-
level accuracy, such as 20131207144135.82172.

* The ds-last-access-time attribute can be indexed with a local database index. The ordering index type
is the most relevant, but may require a higher index entry limit (default is 4000) to accommodate searches for
entries that have not been accessed in a long period of time. The ordering index type, with a short time range



PingDirectory | Configuring the Server | 135

or high index entry limit, will result in indexed search results for requests such as (ds-last-access-
time>=20131207144135.82127).

] Important: Deployments prior to version 4.5 using the last access time plug-in should disable the plug-in
before upgrading, and then re-enable the plug-in once the update is complete. If servers are running different
versions, the 1ast-access-time updates may occur with a higher frequency than intended.

Working with the Pass Through Authentication Plug-In

The Pass Through Authentication plugin is used to delegate bind operations to remote LDAP servers by forwarding
simple bind requests to an external LDAP server, including Active Directory. The plugin can be configured to attempt
a local bind, set or update a local password, and bypass local password policies to ensure remote passwords are
migrated.

Consider the following when using this plugin:

» The plugin should be enabled on all servers that have the same configuration.

» Remote servers accepting a forwarded bind request may require connection security, such as a secure StartTLS or
LDAPS TLS connection.

» Carefully consider how password changes and password resets are handled. Updating a password in the Directory
Server may result in divergent passwords between the local and remote server. The Data Sync Server can be used
to synchronize passwords between servers, if needed.

» The plugin only updates local passwords if the forwarded simple bind is successful. Expired passwords on a
remote server may return an invalid credentials error causing the overall bind operation to fail.

* Multiple remote servers can be specified. The server-access-mode property determines if the servers are
accessed in round-robin, failover-on-unavailable, or failover-on-any-failure modes.
The default server access mode is round-robin.

* The update-local-password property indicates whether the local password value should be updated to the
value used in the bind request, in the event that the local bind fails but the forwarded bind succeeds. A local entry
must previously exist in order to update passwords.

* Theallow-lax-pass-through-authentication-passwords property indicates whether updates to
the local password value should accept passwords that do not meet local password policy requirements.

* The connection-criteria property specifies a set of connection criteria that must match the client
associated with the local bind request for the bind to be forwarded to the remote server.

* The request-criteria property specifies a set of request criteria that must match the local bind request or a
local target entry for the bind to be forwarded to the remote server.

* The dn-map property specifies one or more DN mappings that can be used to transform bind DNs before
attempting to forward the bind to remote servers.

* The search-base-dn property is used when searching for a remote user entry using a filter constructed from
the pattern defined in the search-filter-pattern property. It is not possible to configure both a DN map
and search filter pattern. If neither a DN map nor a search filter pattern is defined, then user entries are expected to
have the same DN in the local server and the remote servers.

Supporting Unindexed Search Requests

By default, the Directory Server denies all unindexed search requests, except for those issued by the bind DN that
have the unindexed-search privilege. This default behavior keeps the server from tying up worker threads on time-
consuming, unindexed searches. However, you can turn off the enforcement of the unindexed-search privilege to
allow any client to perform an unindexed search. To do this, set the disabled-privilege global configuration property to
unindexed-search as follows:

$ bin/dsconfig set-global-configuration-prop \
--set disabled-privilege:unindexed-search
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If you choose to allow unindexed searches, you may want to cap the maximum number of concurrent unindexed
search requests using the maximum-concurrent-unindexed-searches global configuration property. You configure this
property using dsconfig as follows:

$ bin/dsconfig set-global-configuration-prop \
--set maximum-concurrent-unindexed-searches:2

You can limit unindexed search privileges for particular clients using the allow-unindexedsearches property of the

Client Connection Policy. For more information about configuring Client Connection Policies, see “Configuring
Client Connection Policies”.

Sun/Oracle Compatibility

For companies that are migrating from a Sun/Oracle server to the PingDirectory Server, the PingDirectory Server
provides a dsconfig batch file, sun-ds-compatibility.dsconfig, which describes the various
components that can be configured to make the server exhibit behavior closer to a Sun/Oracle configuration.

Administrators can use the sun-ds-compatibility.dsconfig batch file to apply the Directory Server’s
configuration with the necessary dsconfig commands. Simply uncomment the example commands listed in the
file, and then run the dsconfig command specifying the batch file. Note that this batch file is not comprehensive
and must be used together with the migrate-sun-ds-config tool, located in the bin folder (or bat folder for
Windows systems) during the migration process. Both the tool and the batch file overlap in some areas but provide
good initial migration support from the Sun/Oracle server to a Ping Identity server.

Another useful tool is the migrate-1ldap-schema tool in the bin folder (or bat folder for Windows systems),
which migrates schema information from an existing LDAP server onto this instance. All attribute type and object
class definitions that are contained in the source LDAP server will be added to the targeted instance or written to a
schema file.

To Configure the Directory Server for Sun/Oracle Compatibility
1. From the Directory Server server root directory, open the sun-ds-compatibility.dsconfig file in the
docs folder. You can use a text editor to view the file.
2. Read the file completely.

3. Apply any changes to the file by removing the comment symbol at any dsconfig command example, and then
applying the dsconfig command specifying the batch file.

$ bin/dsconfig --no-prompt --bindDN "cn=Directory Manager" \
--bindPassword "password" --batch-file /path/to/dsconfig/file

4. Runthe migrate-ldap-schema tool to move the schema definitions on the source server to the destination
Ping Identity server.

$ bin/migrate-ldap-schema

5. Next, run the migrate-sun-ds-config tool to see what differences exist in the Ping Identity configuration
versus the Sun/Oracle configuration. On the PingDirectory Server, run the following command:

$ bin/migrate-sun-ds-config

6. Test the server instance for further settings that may not have been set with the batch file, the migrate-1dap-
schema tool, or the migrate-sun-ds-config tool.

7. If you notice continued variances in your configuration, contact your authorized support provider.
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The PingDirectory Server (version 3.2.4 or later) supports a sofi-delete feature
that preserves a deleted entry's attribute and uniqueness characteristics to
allow it to be undeleted or permanently removed at a later date.

This chapter introduces the following topics:



PingDirectory | Configuring Soft Deletes | 138

About Soft Deletes

The standard implementation of an LDAP server allows for adding, renaming, modifying, searching, comparing, and
deleting one or more entries. The DELETE operation is, by specification, a destructive operation that permanently
removes an entry and its attributes in a Directory Information Tree (DIT) but records the changes in access, and
optionally, audit and change logs. During the DELETE operation, any associations such as references and group
memberships are severed to reflect the entry that is removed. Meta attributes like operational attributes, which may be
unique to an entry like entryUUID, will be lost or be different if the same entry is re-added to the Directory Server.

There are cases, however, where a company may want to preserve their deleted entries to allow for possible
undeletion at a later date. For example, a company may want to retain account and subscriber entries for their users
(e.g., customers, employees, or partners) who leave but later rejoin. Artifacts that a user creates such as account
histories, web pages, notes, may be tracked and recovered while a user is deleted or when the user returns as an active
customer.

To facilitate this use case, the Directory Server supports a feature called soft deletes, which preserves a deleted entry’s
attributes and entry uniqueness characteristics to allow the entry to be undeleted or permanently removed at a later
date. A delete request may result in a soft delete either by the client explicitly requesting a soft delete or by the
request matching criteria defined in an active soft delete policy. The soft-deleted entries are renamed by prefixing an
entryUUID operational attribute to the DN and adding an auxiliary object class, ds-soft-delete-entry,to
the entry, which saves the entry in a hidden state. All active references and group memberships are then removed.
Once in this hidden state, soft-deleted entries are inaccessible to clients under normal operating conditions. Only
clients with the soft-delete-read privilege will be allowed to interact with soft-deleted entries.

To allow soft deletes, the Directory Server’s attribute uniqueness function has been relaxed to allow for the co-
existence of a soft-deleted entry and an active entry with identical naming attributes, such as uid. For example, if

a user John Smith was soft deleted but a different John Smith was added to the user accounts system, both entries
could reside in the DIT without conflict: one in a soft-deleted state; the other, in an active state. The Directory Server
extends this capability further by allowing multiple users with the same DN, who would normally conflict if active, to
reside in the soft-deleted state.

Soft-deleted entries can be restored with an Undelete operation. However, the same uniqueness constraints that apply
when adding a new user to the Directory Server are enforced when a soft-deleted entry is undeleted. Returning to the
previous example, John Smith was soft deleted but a different John Smith with the same uid as the original John
Smith was added later to the system. If the original John Smith was undeleted from its soft-deleted state, it would
result in a conflict with the active John Smith entry. Administrators will need to modify the DN of the soft-deleted
entry to avoid such conflicts.

Administrators can permanently remove a soft-deleted entry by performing a regular DELETE operation on it. This
operation, called a hard delete, permanently removes a soft-deleted entry from the server. Also, note that you can also
permanently remove a regular non-soft-deleted entry using a hard delete. This is useful when the server is configured
with a soft-delete policy that would otherwise turn a regular delete request into a soft delete.

The Directory Server provides tool arguments that can use the Soft Delete Request Control, a Hard Delete Request
Control, and other controls necessary to process these operations. Procedures to show how to use these options are
presented later in this section.

For replicated topologies, when a participating directory server soft deletes an entry, it notifies the other replicas in the
topology to soft delete the same entry on its respective machine. The changelog backend also records these entries by
annotating them using an attribute that indicates its soft-deleted state. Modification and hard deletes of soft-deleted
entries are not recorded by default in the changelog but can be enabled in the server. For maximum compatibility, it

is highly recommended that all servers in the replication cluster support Soft Deletes and have identical Soft Delete
configurations.

General Tips on Soft Deletes

There are some general tips about soft deletes that administrators should be aware of:
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LDAP SDK and Server SDK. The LDAP SDK and Server SDK both fully supports soft-deletes.

Possible Performance Impact for Searching Regular Entries and Soft-Deleted Entries. There is little
performance difference between retrieving a regular entry and a soft-deleted entry, respectively. However, there
may be a performance impact when a search operation has to match criteria (such as, uid=john. smith) for
both active entries and soft-deleted entries. For example, if there is one active uid=john. smith entry and two
soft-deleted uid=john. smith entries, it may take the server a little more time to retrieve and try to match the
criteria before it can return the results.

Soft Delete for Uncached Attributes and Entries. The soft delete feature fully supports uncached attributes and
uncached entries. See the section on Uncached Attributes and Entries for more information about the feature.
Soft Delete for Leaf Nodes Only. Soft-deletion of any parent entry is not allowed. Likewise, soft-deleted entries
that have soft-deleted sub-entries are not allowed.

Attempting to Soft-Delete a Soft-Deleted Entry Fails. There are two available state options for soft-deletes:
administrators can permanently delete a soft-deleted entry or undelete the entry. An administrator cannot soft-
delete an already soft-deleted entry, which returns an UNWILLING TO_PERFORM result code.

Soft-Deleted Users Have No Privileges. Soft-deleted users do not have the ability to bind to the Directory Server
or have authentication access. They cannot change their passwords and cannot undelete themselves. Also, soft-
deleted entries cannot be used as an authorization identity using the proxied authorization or immediate client
control. It is important to note that the soft-delete process does not destroy privilege assignment. If a soft-deleted
entry is undeleted, the restored entry will retain the same privileges it originally had before being soft deleted.
(One possible exception to this are those privileges assigned by virtual attributes that no longer match the newly-
undeleted entry; those entries do not retain their original privileges.)

Soft-Deleted Entries Not Accessible by Other Means. Soft-deleted entries may not be accessible from alternate
access methods like SCIM.

Soft-Deleted Entries Can Be Modified but Not Renamed. Administrators can search for all soft-deleted entries
and the original source entry attributes can be updated as long as the administrators has modify privileges and
access to the soft-delete-read privilege. Any attempt to rename a soft-deleted entry using a MODIFY DN
operation will result in an UNWILLING TO PERFORM result code.

Replication. Replication will have access to the LDAP operations with Soft Delete controls. These operations
are transmitted, processed, and replayed as high-level requests, which are re-played on remote replicated servers.
The replication conflict-resolution mechanism handles soft-deleted entries like any regular entries. For example,
if a soft delete is executed independently on two servers then replicated, this results in a replication conflict. For
maximum compatibility, it is highly recommended that all servers in a replication cluster support Soft Deletes and
have identical Soft Delete configuration.

Transactions. Soft-deletes are supported in transactions. The processing workflow uses the transactions
mechanism and maintains the context information necessary to rollback failures to soft delete or undelete.
Soft-Deletes Through the Directory Proxy Server. There is no special configuration steps to configure Soft
Deletes on the Directory Proxy Server. The soft-deleted entry is routed directly to the underlying Directory Server.
There is one exception: in an entry-balancing deployment, the Directory Proxy Server is responsible for routing
the soft-deleted entry to the Directory Server containing the originally soft-deleted item. Also, as with standard
entry-balanced deployments, it is not possible to undelete (using MODDN) an entry to a different Directory
Server.

Export-LDIF. The default behavior is to include soft-deleted entries as part of the export-1di f operation. If
soft-deleted entries are to be excluded from export, administrators can use the --excludeSoftDeleteEntries option
to filter out the entries.

Proxied Authorization. The Soft Delete feature can be used with users who have proxied authorization
privileges.

Ignored by Data Sync Server Sync Pipes. For customers using the PingDataSync Server, soft-deleted entries
are not synchronized by the server. Modifications or deletes of a soft-deleted entry are ignored by the Data Sync
Server, and do not appear in the changelog by default. An actual soft delete operation appears to the changelog as
aregular DELETE, and an actual undelete operation appears in the changelog as a regular ADD.

Referential Integrity Plugin Does Not Restore Membership. References to a deleted DN are not restored by the
referential integrity plugin upon undeletion of a soft-deleted entry. For example, if you have referential integrity
enabled and you soft-delete a DN that is a member of a static group, the referential integrity plugin will remove
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this DN from the group’s list of members. When you undelete the soft-deleted entry, the plugin will not add the
entry back to the group.

Criteria-Selected or Explicitly-Requested Purging of Soft Deletes. The Soft Delete Policy configuration
supports two new properties, soft-delete-retention-time and soft-delete-retain-number-
of-entries that performs purging of soft deleted entries. See the section on Configuring Soft-Delete Automatic
Purging.

Assigning Access to Controls to Non-Root Users Administrators. By default, the root user account (e.g.,
cn=Directory Manager) has access to all of the controls needed to run the Soft Delete operations. For non-
root users, you must grant access to these Soft Delete controls using access control rules. An example is shown in
step 1 of the section, 7o Configure Soft Deletes as a Global Configuration. The following Soft Delete Controls are
available to non-root users:

Soft Delete Request Control. Allows the user to perform a soft delete operation. The OID for the control is
1.3.6.1.4.1.30221.2.5.20.

Soft Delete Response Control. Allows the server to hold the DN of the soft-deleted entry that results from a
soft delete request. The OID for the control is 1.3.6.1.4.1.30221.2.5.21.

Hard Delete Request Control. Allows the user to run a hard delete operation on the entry, regardless if it is a
regular or soft-deleted entry. The OID for the control is 1.3.6.1.4.1.30221.2.5.22.

Undelete Request Control. Allows the user to undelete a soft-deleted entry using an ADD request. The OID
for this control is 1.3.6.1.4.1.30221.2.5.23.

Soft-Deleted Entry Access Request Control. Allows the user to search for any soft-deleted entries. The
OID for this control is 1.3.6.1.4.1.30221.2.5.24. Note that a bind DN with the stream-values privilege
can perform operations that can reveal soft-deleted entries, even if that bind DN does not have permission to
use the Soft-Deleted Entry Access Request Control. For example, if a user can successfully run dump-dns
or ldap-diff, then that user can get a list of soft-deleted entry DNs or soft-deleted entry contents via the
output of one of those tools.

Configuring Soft Deletes on the Server

Soft deletes are configured on the Directory Server in several ways:

Using a Soft-Delete Policy and Global Configuration Property. You can configure soft deletes by creating a
soft-delete policy and a global configuration property. The soft-delete policy enables the feature on the server,
while the global configuration property sets the controls used for the soft-delete requests. To enter a soft delete
request, the 1dapmodify or 1dapdelete command requires the --useSoftDelete option. A delete request that
does not have the --useSoftDelete option is treated as a hard delete, which permanently removes the entry.

Using Connection Criteria. You can configure soft deletes by defining connection criteria within a client
connection policy. Any clients that meet the criteria will have their deletes processed as soft deletes.

Using Request Criteria. You can configure soft deletes by defining request criteria within a client connection
policy. Any client requests that meet the criteria will have their deletes processed as soft deletes. Note that you can
define both connection criteria and request criteria. Both criteria are exclusive and can exist within a soft-delete
policy. In this case, the connection criteria is processed first, then the request criteria.

Configuring Soft Deletes as a Global Configuration

You can configure the soft delete feature by creating a soft-delete policy and then setting the configuration property
on the server. The presence of the soft-delete policy enables the feature on the server and allows the global
configuration property to send the necessary soft-delete requests.

This configuration setting requires that the --useSoftDelete option be used together with the 1dapmodi fy or
ldapdelete commands to send the delete using the Soft Delete Request Control. Without the --useSoftDelete
option, any delete will be processed as a hard delete.

To Configure Soft Deletes as a Global Configuration

Configure a soft delete policy using the dsconfig command. The soft delete configuration option requires a
soft-delete policy, which enables the feature on the server. This is a required step.
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$ bin/dsconfig create-soft-delete-policy \
—--policy-name default-soft-delete-policy
» Configure the soft delete as a global configuration property using the dsconfig command. The command sets
up the soft-delete controls necessary to send them as a request. This is a required step.

$ bin/dsconfig set-global-configuration-prop \
--set soft-delete-policy:default-soft-delete-policy

After a successful modification, the server issues a warning that soft deletes are not enabled and that administrative
action may be needed to prune older soft-deleted entries if resources are limited.

Configure a User to Use Soft or Hard Delete Controls

To allow a user to manipulate soft deletes, the user must be able to use the appropriate controls. By default, only the
Directory Manager has these controls. The user also needs to have the soft-delete-read privilege assigned.
AClIs are required to allow this user to:

* Modify target entries.

» Use the soft delete/undelete controls.

* Use the soft deleted entry access control (to modify soft deleted entries).

» Use the hard delete request control to permanently delete an soft-deleted entry.

* For example, take the uid=admin, dc=example, dc=com user that is installed with the sample user data
during setup. This user already has an ACI in place giving it access to user entries:

(targetattr="*") (version 3.0; acl "Grant full access for the admin user";
allow (all) userdn="ldap:///uid=admin,dc=example,dc=com”;)

* The other ACIs need to be added to the base suffix (or other point in the DIT as required to possibly restrict the
scope):

(targetcontrol="1.3.6.1.4.1.30221.2.5.20|11.3.6.1.4.1.30221.2.5.21")
(version 3.0; acl "Allow admins to use the Soft Delete Request Control and
Soft Delete Response Control";

allow (read) userdn="ldap:///uid=admin,dc=example,dc=com";)

(targetcontrol="1.3.6.1.4.1.30221.2.5.22") (version 3.0; acl "Allow admins
to use the Hard Delete
Request Control";allow (read) userdn="ldap:///uid=admin,dc=example,dc=com";)

(targetcontrol="1.3.6.1.4.1.30221.2.5.23") (version 3.0; acl "Allow admins
to use the Undelete
Request Control";allow (read) userdn="ldap:///uid=admin,dc=example,dc=com";)

(targetcontrol="1.3.6.1.4.1.30221.2.5.24") (version 3.0; acl "Allow admins
to use the Soft-Deleted
Entry Access RequestControl"; allow (read) userdn="ldap:///
uid=admin, dc=example,dc=com”;)
* Addthe ds-privilege-name attribute to the user with the value soft-delete-read. Once this is
complete, the user can soft delete (and undelete) entries.

$ ./bin/ldapmodify -s -p 1389 -D uid=admin,dc=example,dc=com -w password
# Successfully connected to localhost:1389.

dn: uid=user.10, ou=people,dc=example,dc=com
changetype: delete

# Deleting entry uid=user.10,ou=people,dc=example, dc=com
# Result Code: 0 (success)
# Soft Delete Response Control:
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# OID: 1.3.6.1.4.1.30221.2.5.21
# Soft-Deleted Entry DN: entryUUID=8dbe8cb4-laa3-41c5-88ec-
a6280eeff918+uid=user.10, ou=People,dc=example, dc=com

Searching for Soft Deletes

Soft-deleted entries are excluded from normal LDAP searches because they represent "deleted" entries. The
ldapsearch tool has been updated to support these types of searches. If you want the option to search for soft-
deleted entries, there are three ways to do so:

Base-Level Search on a Soft-Deleted entry by DN. Use 1dapsearch and specify the base DN of the specific
soft-deleted entry that you are searching for.

Filtered Search by ds-soft-delete-entry object class. To search for all soft-deleted entries, use
ldapsearch with a filter on the ds-soft-delete-entry objectclass.

Soft-Delete-Entry-Access Control. You can use the Soft Delete Entry Access Control with the

LDAP search to return soft-deleted entries. The 1dapsearch tool provides a shortcut option, ——
includeSoftDeletedEntries, that sends the control to the server for processing. The control allows for
the following search possibilities:

Return only soft-deleted entries.
Return non-deleted entries along with soft-deleted entries.
Return only soft-deleted entries in undeleted form.

To Run a Base-Level Search on a Soft-Deleted Entry

Run 1dapsearch using the base DN of the specified soft-deleted entry.

$ bin/ldapsearch \
—--baseDN entryUUID=4e9b7847-edcb-3791-
bllb-7505f4a55af4+uid=user.1l, ou=People, dc=example, dc=com \
—--searchScope base " (objectClass=*)"

# Soft-deleted entry DN:

# entryUUID=4e9b7847-edcb-3791-
bllb-7505f4a55af4+uid=user.1l, ou=People, dc=example, dc=com
dn: entryUUID=4e9b7847-edcb-3791-
bllb-7505f4a55af4+uid=user.1l, ou=People,dc=example, dc=com
objectClass: top

objectClass: person

objectClass: organizationalPerson

objectClass: inetOrgPerson

objectClass: ds-soft-delete-entry

postalAddress: Aartjan Aalders$59748 Willow StreetS$SGreen Bay, TN 66239
postalCode: 66239

description: This is the description for Aartjan Aalders.
uid: user.1

userPassword: {SSHA}RIBCwQ2kIw57LukRthjrFBS/oFylJARNmTnorA==
employeeNumber: 1

initials: AKA

givenName: Aartjan

pager: +1 197 025 3730

mobile: +1 890 430 9077

cn: Aartjan Aalders

sn: Aalders

telephoneNumber: +1 094 100 7524

street: 59748 Willow Street

homePhone: +1 332 432 4295

1l: Green Bay

mail: user.3@maildomain.net

st: TN
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To Run a Filtered Search by soft-delete-entry Object Class

Run 1dapsearch to retrieve all soft-deleted entries using the ds-soft-delete-entry object class. The
following command retrieves all soft-deleted entries on the server

$ bin/ldapsearch --baseDN dc=example,dc=com \
" (objectclass=ds-soft-delete-entry)"

To Run a Search using the Soft Delete Entry Access Control

The following examples use the --includeSoftDeleteEntries {with-non-deleted-entries | without-
non-deleted-entries | deleted-entries-in-undeleted-form} option, which uses the Soft
Delete Entry Access Control. You could also use the --control option with the Soft Delete Entry Access Control
symbolic name, softdeleteentryaccess, or the -—control option with the actual Soft Delete Entry Access
Control OID, 1.3.6.1.4.1.30221.2.5.24.

Return Only Soft-Deleted Entries. Run 1dapsearch using the --includeSoftDeletedEntries option with the
value of without-non-deleted-entries to return only soft-deleted entries.

$ bin/ldapsearch --baseDN dc=example,dc=com \
--includeSoftDeletedEntries without-non-deleted-entries \
—--searchScope sub " (objectclass=*)"

Return Non-Deleted Entries Along with Soft-Deleted Entries. Run 1dapsearch using the --
includeSoftDeletedEntries option with the value of with-non-deleted-entries to return non-deleted entries along
with soft-deleted entries.

$ bin/ldapsearch --baseDN dc=example,dc=com \
--includeSoftDeletedEntries with-non-deleted-entries \
—--searchScope sub " (objectclass=*)"

Return Only Soft-Deleted Entries in Undeleted Form. Run 1dapsearch using the --
includeSoftDeletedEntries option with the value of deleted-entries-in-undeleted-form to return
only soft-deleted entries in undeleted form. Some applications require access to all entries in the server, including
both active and soft-deleted entries. The following command returns all entries that were soft-deleted but presents
it in a form that is similar to a regular entry with the soft-delete DN in comments. This regular entry format

does not show the actual soft-deleted DN but displays it in an "undeleted" form even though it is not actually
"undeleted". Also, the object class, ds—-soft-delete—-entry, is not displayed:.

$ bin/ldapsearch --baseDN dc=example,dc=com \
--includeSoftDeletedEntries deleted-entries-in-undeleted-form \
—-—-searchScope sub " (ds-soft-delete-from-dn=*)"

# Soft-deleted entry DN:

# entryUUID=2b5511e2-7616-389b-ab0c-025c805ad32c
t+uid=user.1l4, ou=People, dc=exam-

ple,dc=com

dn: uid=user.1l4,ou=People,dc=example, dc=com

objectClass: top

objectClass: person

objectClass: organizationalPerson

objectClass: inetOrgPerson

postalAddress: Abdalla Abdou$78929 Hillcrest Street$SElmira, ME 93080
postalCode: 93080

description: This is the description for Abdalla Abdou.

uid: user.14

userPassword: {SSHA}7GkzWiMiUl2m5m+xBV+ZsoX3gVacMcRtSwDTFg==
employeeNumber: 14

initials: AFA

givenName: Abdalla

pager: +1 307 591 4870

mobile: +1 401 069 1289

cn: Abdalla Abdou
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sn: Abdou

telephoneNumber: +1 030 505 6190
street: 78929 Hillcrest Street
homePhone: +1 119 487 2328

1l: Elmira

mail: user.l4@maildomain.net

st: ME

Undeleting a Soft-Deleted Entry Using the Same RDN

To undelete a soft-deleted entry, use 1dapmodi £y with the --allowUndelete option and target the specific soft-
deleted entry that you want to restore. In an LDIF file or from the command line, specify the dn:<target
entry> attribute, which is the DN that the entry will be undeleted o and the ds-undelete-from-dn attribute,
which is the entry that will be undeleted from. An undelete requires the add changetype so that the entry can be re-
added to the server.

To Undelete a Soft-Deleted Entry Using the Same RDN

* Use ldapmodi fy with the --allowUndelete option and target the specific soft-deleted entry that you want to
restore. The --allowUndelete option sends the Soft Undelete Request Control to the server. The first DN is the
entry to undelete to and the ds-undelete-from-dn is the soft-delete entry to undelete from.

$ bin/ldapmodify --allowUndelete

dn: uid=user.l,ou=People,dc=example,dc=com
changetype:add

ds-undelete-from-dn: entryUUID=4e9b7847-edcb-3791-bllb-
7505f4a55af4+uid=user.1l, ou=People,dc=example, dc=com

Undeleting a Soft-Deleted Entry Using a New RDN

In some cases, the original RDN, uid=user. 1, may have been allocated to a new user, which is allowed while the
entry is in a soft-deleted state. To properly undelete this entry, you need to specify a new RDN value that the entry
should be restored with. In this case, specifying the RDN of uid=user .5 will undelete the original entry but with
the new DN in the example below. In addition, the uid attribute on the entry will be updated with the new value of
user.5 as well. All other attributes of the users entry including the ent ryUUID will remain unchanged.

To Undelete a Soft-Deleted-Entry Using a New RDN

1. Use ldapmodify to undelete a soft-deleted entry that has an original RDN, uid=user.1, to anew RDN,
uid=user. 5. You will need to ensure that the DN that you are undeleting the entry to does not already exist as
this will lead to an "entry already exists" error if you specify a DN that already exists in the Directory Server as a
normal entry.

$ bin/ldapmodify --allowUndelete

dn: uid=user.5, ou=People,dc=example,dc=com
changetype:add

ds-undelete-from-dn: entryUUID=4e9b7847-edcb-3791-
bl1lb-7505f4a55af4+uid=user.1l, ou=People,dc=example, dc=com

2. View the results using 1dapsearch. You will notice the RDN and the uid attribute has changed.

dn: uid=user.5, ou=People,dc=example,dc=com

objectClass: top

objectClass: person

objectClass: organizationalPerson

objectClass: inetOrgPerson

postalAddress: Aartjan RAalders$59748 Willow Street$Green Bay, TN 66239
postalCode: 66239



PingDirectory | Configuring Soft Deletes | 145

description: This is the description for Aartjan Aalders.
uid: user.5

userPassword: {SSHA}RABCwQ2kIw57LukRthjrFBS/oFylJARNmTnorA==
employeeNumber: 1

initials: AKA

givenName: Aartjan

pager: +1 197 025 3730

mobile: +1 890 430 9077

cn: Aartjan Aalders

sn: Aalders

telephoneNumber: +1 094 100 7524

street: 59748 Willow Street

homePhone: +1 332 432 4295

1: Green Bay

mail: user.3@maildomain.net

st: TN

entryUUID=4e9b7847-edcb-3791-b11b-7505f4a55af4

Modifying a Soft-Deleted Entry

You can modify a soft-deleted entry as you would a regular entry using the 1dapmodi fy tool and remains hidden
in its soft-deleted state after the change. The only restriction is that you cannot change the DN or run a MODDN
operation on the soft-deleted entry.

To move a soft-deleted entry from one machine to another, use the move-subtree command and specify the DN of
the soft-deleted entry. For more information, see 70 Move an Entry from One Machine to Another.

E Note: To modify a soft-deleted entry, the user needs the soft-delete-read privilege to access the soft-
deleted entry.

To Modify a Soft-Deleted Entry
» Soft-deleted entries can be modified like any regular entry. Use 1dapmodi fy and specify the soft-deleted DN.

$ bin/ldapmodify

dn: entryUUID=4e9b7847-edcb-3791-

bl1lb-7505f4a55af4+uid=user.1l, ou=People,dc=example, dc=com
changetype:modify

replace:telephoneNumber

telephoneNumber: +1 390 103 6918

# Processing MODIFY request for entryUUID=4e9b7847-edcb-3791-
bl1lb-7505f4a55af4+uid=user.1l, ou=People,dc=example, dc=com

# MODIFY operation successful for DN entryUUID=4e9b7847-edcb-3791-
bllb-7505f4a55af4+uid=user.1l, ou=People, dc=example, dc=com

Hard Deleting a Soft-Deleted Entry

To permanently remove a soft-deleted entry from the server, you can run 1dapdelete on the soft-deleted entry for
soft-deleted entries. To hard delete a soft-deleted entry, use 1dapdelete with the --useHardDelete option. The Hard
Delete Request Control works with soft deletes. It mostly applies when soft delete policies are in place as a means

to override soft deletes requests. If soft deletes are configured, running 1dapdelete with the Hard Delete Request
Control (i.e., using the option, --useHardDelete) guarantees any entry will be permanently deleted.

To Hard Delete a Soft-Deleted Entry (Global Configuration)

* Run ldapdelete on a soft-deleted entry to permanently remove it from the Directory Server. This example
assumes that you configured soft deletes as a global configuration for requests.

$ bin/ldapdelete \
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entryUUID=4e9b7847-edcb-3791-
bl1lb-7505f4a55af4+uid=user.1l, ou=People,dc=example, dc=com

Processing DELETE request for entryUUID=4e9b7847-edcb-3791-bllb-
7505f4a55af4+uid=user.1l, ou=People, dc=example, dc=com

DELETE operation successful for DN entryUUID=4e9b7847-edcb-3791-bllb-
7505f4a55af4+uid=user.l, ou=People,dc=example, dc=com

Note:

[

You cannot soft-delete an already soft-deleted entry. If you use the --useSoftDelete with the
ldapdelete operation on a soft-deleted entry, an error message will be generated.

DELETE operation failed.
Result Code: 53 (Unwilling to Perform)
Diagnostic Message: DELETE operation failed.

To Hard Delete a Soft-Deleted Entry (Connection or Request Criteria)

Run 1dapdelete with the --useHardDelete option on a soft-deleted entry to permanently remove it from the
server. This example assumes that you configured soft deletes using a connection or request criteria.

$ bin/ldapdelete --useHardDelete \

entryUUID=4e9b7847-edcb-3791-
bl1lb-7505f4a55af4+uid=user.1l, ou=People,dc=example, dc=com

Disabling Soft Deletes as a Global Configuration

To disable soft deletes on your Directory Server, simply reset the global configuration property and the remove the
soft-delete policy. From that point, all deletes will be processed as hard deletes by default. Any use of the soft-deleted
options with the LDAP tools results in an error. Any existing soft-deleted entries that are present after the global
configuration is disabled will remain in the server as latent entries.

To Disable Soft Deletes as a Global Configuration

1. Run dsconfig to reset the global configuration property. Remember to include the LDAP bind parameters for
your system.

$ bin/dsconfig set-global-configuration-prop --reset soft-delete-policy
2. Run dsconfig to delete the soft delete policy that you created. Remember to include the LDAP bind parameters

for your system.

$ bin/dsconfig delete-soft-delete-policy —--policy-name default-soft-delete-
policy

Configuring Soft Deletes by Connection Criteria

The Directory Server supports soft deletes where any delete operation is treated as a soft-delete request as long as the
LDAP client meets the connection criteria. You can configure soft deletes by defining the connection criteria used in a
client connection policy, and then configuring the soft delete connection criteria in the soft-delete policy.

To Enable Soft Deletes by Connection Criteria

1. Configure a soft-delete policy and global configuration as shown in “Configuring Soft Deletes as a Global
Configuration”.
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2. Create a simple connection criteria using dsconfig and name it "Internal Applications". The soft delete
connection criteria is configured for a member of a Line of Business (LOB) Applications group connecting from
the 10.8.1.0 network.

$ bin/dsconfig create-connection-criteria \
--criteria-name "Internal Applications" \
-—-type simple \
--set included-client-address:10.8.1.0/8 \
--set "all-included-user-group-dn:cn=LOB
Applications, ou=Groups,dc=example, dc=com"
3. In the soft delete policy created in step 1, set the auto-soft-delete-connection-criteria property to
the simple criteria created in the previous step.

$ bin/dsconfig set-soft-delete-policy-prop \
--policy-name default-soft-delete-policy \
--set "auto-soft-delete-connection-criteria:Internal Applications"

To Disable Soft Deletes by Connection Criteria

» To disable soft deletes by connection criteria, simply reset the auto-soft-delete-connection-
criteria property on the soft-delete policy.

$ bin/dsconfig set-soft-delete-policy-prop \
--policy-name default-soft-delete-policy \
—--reset auto-soft-delete-connection-criteria

Configuring Soft Deletes by Request Criteria

Soft deletes can be configured using request criteria within a client connection policy. All delete requests that meet the
request criteria is treated as a soft delete. The presence of a soft delete by connection criteria is exclusive of the soft
delete by request criteria. Both can be present in a soft-delete policy.

To Enable Soft Deletes by Request Criteria

1. Configure a soft-delete policy and global configuration as shown in “Configuring Soft Deletes as a Global
Configuration”.

2. Configure request criteria for soft deletes. The soft delete request criteria is configured for an external delete
request from a member of the Internal Applications group matching an entry with object class "inetorgperson”
with the request excluding the Soft Delete Request Control and the Hard Delete Request Control.

$ bin/dsconfig create-request-criteria \
--criteria-name "Soft Deletes" \
--type simple \
--set "description:Requests for soft delete" \
--set operation-type:delete \
--set operation-origin:external-request \
--set "connection-criteria:Internal Applications" \
--set not-all-included-request-control:1.3.6.1.4.1.30221.2.5.20 \
--set "all-included-target-entry-filter: (objectClass=inetorgperson)"

3. In the soft delete policy created in step 1, set the auto-soft-delete-connection-criteria property to
the simple criteria created in the previous step.

$ bin/dsconfig create-soft-delete-policy \
--policy-name default-soft-delete-policy \
--set "auto-soft-delete-request-criteria:Soft Deletes"
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To Disable Soft Deletes by Request Criteria

» To disable soft deletes by request criteria, reset the soft-delete policy.

$ bin/dsconfig set-soft-delete-policy-prop \
--policy-name default-soft-delete-policy \
--reset auto-soft-delete-request-criteria

Configuring Soft Delete Automatic Purging

By default, the Directory Server retains soft-deleted entries indefinitely. For companies that want to set up automatic
purging of soft-deleted entries, the server provides two properties on the Soft Delete Policy that can be configured for
either the maximum retention time for all soft-deleted entries and/or the retained number of soft-deleted entries. These
changes take effect without requiring a server restart.

To Configure Soft-Delete Automatic Purging

You can change either the retention time or the retained number of entries to enable automatic purging. By default,
both are set to an indefinite retention time and number of entries. The time unit of milliseconds (ms), seconds (s),
minutes (m), hours (h), days (d), or weeks (w), may be preceded by an integer to specify a quantity for that unit, such
as "1 d", "52 w", etc. Once you configure the properties, the changes take effect immediately without the need for a
server restart.

Note that the server will delete all of the soft-deleted entries according to the policy in effect. If the policy is changed
while entries are in the process of being deleted, the new policy takes effect after the in-process batch of entries is
deleted and applies to any remaining soft-deleted entries going forward according to the new policy.

1. Retrieve the name of the Soft Delete Policy in effect using the dsconfig command. For this example, the Soft
Delete Policy is called default-soft-delete-policy.

$ bin/dsconfig get-global-configuration-prop \
—--property soft-delete-policy

2. Do one or both of the following:

* Run dsconfig to set the retention time for soft-deleted entries.

$ bin/dsconfig set-soft-delete-policy-prop \
--policy-name default-soft-delete-policy \
--set "soft-delete-retention-time:52 w"

* Run dsconfig to set the retained number of soft-deleted entries.

$ bin/dsconfig set-soft-delete-policy-prop \
--policy-name default-soft-delete-policy \
--set soft-delete-retain-number-of-entries:1000000

3. The Soft Delete Policy must be assigned to the global configuration if it has not been assigned yet.

$ bin/dsconfig set-global-configuration-prop \
--set soft-delete-policy:default-soft-delete-policy
To Disable Soft-Delete Automatic Purging

You can disable Soft-Delete automatic purging using the dsconfig command. The change takes effect immediately
without the need of a server restart. However, if the server is in the middle of an automatic soft-delete purging, it may
continue to purge entries until the next time it evaluates the Soft Delete Policy.

* Run dsconfig to reset the Soft-Delete Policy properties that control automatic purging: soft-delete-
retention-time and soft-delete-retain-number-of-entries.

$ bin/dsconfig set-soft-delete-policy-prop \
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--policy-name default-soft-delete-policy \
--reset soft-delete-retention-time \
--reset soft-delete-retain-number-of-entries

Summary of Soft and Hard Delete Processed

The following table summarizes the resulting actions of a DELETE operation for soft deletes.

Table 7: If No Automatic Soft Delete Criteria is Configured

Action Result

Delete Performs a hard delete on the entry.

Delete with the Soft Delete Performs a soft delete on the entry.
Request Control

Delete of a soft-deleted Performs a hard delete on the entry.
entry

Delete of a soft-deleted Not allowed. Generates an UNWILLING TO PERFORM error.
entry with the Soft Delete
Request Control

Delete with a Hard Delete ~ Performs a hard delete on the entry.
Request Control

Delete of a soft-deleted Performs a hard delete on the entry.
entry with the Hard Delete
Request Control.

The following table summarizes the resulting actions of a DELETE operation for soft deletes configured by
connection criteria or request criteria.

Table 8: If Soft Delete Connection or Request Criteria is Configured

Action Result

Delete not matching criteria  performs a hard delete on the entry.

Delete matching criteria Performs a soft delete on the entry.

Delete of a soft-deleted Performs a hard delete on the entry.
entry not matching criteria

Delete of a soft-deleted Performs a hard delete on the entry.
entry matching criteria

Delete not matching criteria Performs a hard delete on the entry.
with the Hard Delete
Request Control

Delete matching criteria Performs a hard delete on the entry.
with the Hard Delete
Request Control

Delete with Soft and Hard ~ Not allowed. Generates an UNWILLING TO_ PERFORM error.
Delete Request Controls




PingDirectory | Configuring Soft Deletes | 150

Summary of Soft Delete Controls and Tool Options

The following table shows the OIDs for each soft delete control. The Soft Delete OIDs are defined in the LDAP SDK
generated API documentation.

Table 9: SOft Delete OIDs

OID Type OID

Soft Delete Request 1.3.6.1.4.1.30221.2.5.20
Control

Soft Delete Response 1.3.6.1.4.1.30221.2.5.21
Control

Hard Delete Request 1.3.6.1.4.1.30221.2.5.22
Control

Soft Undelete Request 1.3.6.1.4.1.30221.2.5.23
Control

Soft Delete Entry Access 1.3.6.1.4.1.30221.2.5.24
Control

The following table shows the new tool options available for the Soft Delete operations.

Table 10: Soft Delete Tool Options

Action Result

ldapdelete / 1dapmodify --useSoftDelete/-s. Process DELETE operations with the Soft Delete Request Control,
whereby entries are renamed, and hidden instead of being permanently deleted. The
Directory Server must be configured to allow soft deletes. Note that any entries in the
LDIF file with the changetype of delete will be processed as a soft-delete request.

ldapdelete --useHardDelete. Process DELETE operations with the Hard Delete Request Control,
which bypasses any soft delete policies and processes the delete request immediately
without retaining the entry as a soft-deleted entry. The Directory Server must be
configured to allow soft deletes.

ldapsearch --includeSoftDeletedEntries {with-non-deleted-entries | without-non-deleted-
entries | deleted-entries-in-undeleted-form}. Process search operations with the Soft
Delete Entry Access Control. Soft delete search options are as follows:

* with-non-deleted-entries. Returns all entries matching the search criteria with the
results including non-deleted and soft-deleted entries.

* without-non-deleted-entries. Returns only soft-deleted entries matching the
search criteria.

* deleted-entries-in-undeleted-form. Returns only soft-deleted entries matching the
search criteria with the results returned in their undeleted entry form.

Users must have access to the Soft Delete Entry Access Control to be able to search
for soft-deleted entries.

ldapmodify --allowUndelete. Process ADD operations which include the ds-undelete-
from-dn attribute as undelete requests. Undelete requests re-add previously soft-
deleted entries back to the server as non-deleted entries by providing the Undelete
Request Control with the ADD operation. The Directory Server must be configured to




PingDirectory | Configuring Soft Deletes | 151

Action Result

allow soft deletes to process any undelete requests and the client user must have the
soft-delete-read privilege.

The following table shows the symbolic names that can be used with the server's LDAP commands using the --
control/-J option.

Table 11: Soft Delete OID Symbolic Names using with the --control/-J Option

Control Symbolic Name
Soft Delete Request softdelete

Control

Hard Delete Request harddelete

Control

Soft Undelete Request undelete

Control

Soft Delete Entry Access  softdeleteentryaccess
Control

Monitoring Soft Deletes

The Directory Server provides monitoring entries and logs to track all soft delete operations. The access and debug
logs do not have any options specific for soft deletes.

New Monitor Entries

Two new monitor entries are present for a backend monitor entry. Administrators will see the following additional
monitor entries on cn=userRoot Backend, cn=monitor:

+ ds-soft-delete-entry-operations-count. Displays the number of soft-deletes performed on the backend since
server startup.

* ds-undelete-operations-count. Displays the number of undeletes performed on the backend since server startup.

* ds-backend-soft-deleted-entry-count. Displays the current number of soft-deleted entries in the database.

* ds-auto-purged-soft-deleted-entry-count. Displays the current number of soft-deleted entries purged since the
backend or server was restarted.

To Monitor Soft Deletes

* Run ldapsearch onthe cn=userRoot Backend, cn=monitor branch. Use a search criteria targeting the
ds-backend-monitor-entry object class.

$ bin/ldapsearch --baseDN "cn=userRoot Backend,cn=monitor" \
—--searchScope sub " (objectclass=ds-backend-monitor-entry)"

dn: cn=userRoot Backend,cn=monitor
objectClass: top

objectClass: ds-monitor-entry
objectClass: ds-backend-monitor-entry
objectClass: extensibleObject

cn: userRoot Backend

ds-backend-id: userRoot
ds-backend-base-dn: dc=example,dc=com
ds-backend-is-private: FALSE
ds-backend-entry-count: 200001
ds-backend-soft-deleted-entry-count: 1000
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ds-soft-delete-operations-count: 40
ds-undelete-operations-count: 20
ds-auto-purged-soft-deleted-entry-count: 0
ds-base-dn-entry-count: 200001 dc=example,dc=com
ds-backend-writability-mode: enabled

Access Logs

The access log records the LDAP operations corresponding to soft delete and undelete for DELETE, SEARCH,
MODIFY, and ADD operations with the related soft-deleted values. The access log does not require any configuration
for soft delete.

For DELETE (soft-delete) operations, the access log displays:

[14/May/2012:09:40:16.942 -0500] DELETE RESULT conn=18 op=1 msgID=2
dn="uid=user.l, ou=People, dc=example,dc=com”" resultCode=0 etime=30.367
softDeleteEntryDN="entryUUID=4e907847-edcb-3791-b11b-7505f4a55af4+uid=user.1,
ou=People,dc=example, dc=com"

For SEARCH operations for soft-deleted entries, the log displays:

[14/May/2012:09:40:52.320 -0500] SEARCH RESULT conn=19 op=1 msgID=2
base="dc=example,dc=com" scope=2 filter=" (objectclass=ds-soft-delete-entry)"
attrs="ALL" resultCode=0 etime=1.631 entriesReturned=1

For MODIFY operations of soft-deleted entries, the log displays:

[14/May/2012:09:42:43.679 -0500] MODIFY RESULT conn=20 op=1 msgID=1
dn="entryUUID=4e9b7847-edcb-3791-
bllb-7505f4a55af4+uid=user.1l, ou=People, dc=exam-

ple,dc=com" resultCode=0 etime=2.639 changeToSoftDeletedEntry=true

For ADD (soft undelete) operations, the log displays:

[14/May/2012:09:58:16.728 -0500] ADD RESULT conn=25 op=1 msgID=1
dn="uid=user.0, ou=People, dc=example,dc=com”" resultCode=0 etime=22.700
undeleteFromDN="entryUUID=ad55a34a-763f-358f-93£9-da86f9%ecd9%e4+uid=user.0,
ou=People,dc=example, dc=com"

Audit Logs

The audit log captures any MODIFY and DELETE operations of soft-deleted entries. These changes are recorded as
fully commented-out audit log entries. The audit log does not require any configuration for soft deletes.

For any soft-deleted entry, the audit log entry displays the ds-soft-delete-entry-dn property and its soft-
deleted entry DN.

# 14/May/2012:10:57:09.054 -0500; conn=30; op=1

# ds-soft-delete-entry-dn: entryUUID=68147342-1£f61-3465-8489~
3de58c532130+uid=user.2, ou=People,dc=example, dc=com

dn: uid=user.2,ou=People,dc=example,dc=com

changetype: delete

For any MODIFY changes made, the log displays the LDIF, the modifier’s name and update time.

# 14/May/2012:10:58:33.566 -0500; conn=33; op=1

# dn:
entryUUID=68147342-1£f61-3465-8489-3de58c532130+uid=user.2, ou=People, dc=exam-

ple,dc=com

# changetype: modify

# replace: homePhone

# homePhone: +1 003 428 0966

#_
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# replace: modifiersName

# modifiersName: uid=admin,dc=example,dc=com
#_

# replace: modifyTimestamp

# modifyTimestamp: 20131010020345.546%

For any undelete of a soft-deleted entry, the log displays the ds—undelete-from-dn attribute plus the entry
unique ID, create time and creator’s name.

# 14/May/2012:10:59:21.754 -0500; conn=34; op=1

dn: uid=user.2,ou=People,dc=example,dc=com

changetype: add

uid: user.2

ds-undelete-from-dn:
entryUUID=68147342-1£f61-3465-8489-3de58c532130+uid=user.2, ou=Peo-

ple,dc=example, dc=com

ds-entry-unique-id:: vwljg801S7GWrTiS3UESDA==

createTimestamp:: 20131010181148.6302

creatorsName: uid=admin,dc=example, dc=com

For hard (permanent) deletes of a soft-deleted entry, the log displays the soft-deleted entry DN that was removed.

# 14/May/2012:11:00:14.055 -0500; conn=36; op=1

# dn:
entryUUID=68147342-1f61-3465-8489-3de58c532130+uid=user.2, ou=People, dc=exam-

ple,dc=com

# changetype: delete

To Configure the File-Based Audit Log for Soft Deletes
1. Enable the audit log if it is disabled.

$ bin/dsconfig set-log-publisher-prop --publisher-name "File-Based Audit
Logger" \
--set enabled:true
2. View the audit log. The soft-delete-entry-audit-behavior property is set to "commented" by
default and provides additional information in comments about the soft-deleted entry that was either created or
undeleted.

# 11/May/2012:15:33:17.552 -0500; conn=13; op=1

# ds-soft-delete-entry-dn:entryUUID=54716bfd-fbc4-3108-ac37-
bféeblbl6o6e37+uid=user.15, ou=People, dc=example,dc=com

dn: uid=user.1l5,ou=People,dc=example, dc=com

changetype: delete

Change Log

The change log can be configured to capture soft-delete changes to entries, so that external clients, such as a
PingDataSync Server, can access these changes. The ds-soft-delete-entry attribute represents an entry that
has been soft-deleted and is part of the source entry passed into the changelog to indicate the entry has been soft-
deleted.

Two important points about soft deletes and the changelog are as follows:

* All soft-delete operations appear in the changelog and appear as a regular DELETE operation. When a soft delete
occurs, the resulting changelog entry will include a ds-soft-delete-entry-dn operational attribute with
the value of the soft-deleted entry DN. If you are using the PingDataSync Server, it does recognize the ds-
soft-delete-entry-dn attribute and does not do anything with it.

* The changelog backend’s soft-delete-entry-included-operation property determines whether or
not MODIFY or DELETE operations of soft-deleted entries appear in the changelog. By default, the property is
not enabled by default.
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To Configure Soft Deletes on the Changelog Backend
1. Configure soft deletes on the changelog backend.

$ bin/dsconfig set-backend-prop \

--backend-name changelog \

--set soft-delete-entry-included-operation:delete \
--set soft-delete-entry-included-operation:modify

2. Run a soft-delete operation on an entry.

3. View the changelog for the soft-deleted entry.

$ bin/ldapsearch --baseDN cn=changelog \
" (objectclass=*)" "+"

dn: cn=changelog

subschemaSubentry: cn=schema

entryUUID: 9920f7e9-5a04-392a-82a8-32662d7d3863
ds-entry-checksum: 304022441

dn: changeNumber=1, cn=changelog

targetUniquelId: 94f634df-c90e-3%aa-bd4a-9183c29746d0
changeTime: 201205111541417

ds-soft-delete-entry-dn: entryUUID=94f634df-c90e-3%aa-bd4a-
9183c29746d0+uid=user.9, ou=People,dc=example, dc=com
modifyTimestamp: 20131010020345.5467
createTimestamp:: 20131010181148.630%Z

localCSN: 000001373C900852000000000003
modifiersName: uid=admin,dc=example, dc=com
entry-size-bytes: 298

subschemaSubentry: cn=schema

entryUUID: 459b06c6-89f3-307e-a515-22433eb420b6
createTimestamp: 20120511154141.4317
modifyTimestamp: 20120511154141.4317
ds-entry-checksum: 1157320579
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The PingDirectory Server supports import or export of the database backends
in LDAP Data Interchange Format (LDIF). The bin/import-1dif and
bin/export-1dif tools can be used to create or export database backends
for online of offline servers. The tools support options that can restrict the
input or output to a subset of the entries or a subset of the attributes within
entries. The tools also provide features to compress, encrypt or digitally sign
the data.

This chapter presents the following topics:
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Importing Data

The PingDirectory Server provides initialization mechanisms to import database files. The import-1dif
command-line tool imports data from an LDAP Data Interchange Format (LDIF) file. The data imported by the
import-1dif command can include all or a portion of the entries (a subset of the entries or a subset of the
attributes within entries or both) contained in the LDIF file. The command also supports importing data that has been
compressed, encrypted or digitally signed or both.

The import-1dif utility can be run with the server offline or online. If the server is online, administrators can
initiate the import from a local or remote client. The LDIF file that contains the import data must exist on the server
system. During an online import, the target database repository, or backend, will be removed from service and data
held in that backend will not be available to clients.

The import-1dif tool has been modified to help guard against accidental overwriting of existing backend data
with the addition of the --overwriteExistingEntries option. This option must be present when performing an import
into a backend with a branch that already contains entries (although the option is not needed if a branch contains just a
single base entry).

Validating an LDIF File

Prior to importing data, you can validate an import file using the Directory Server's validate-1dif tool. When
run, the tool binds to the Directory Server, locally or remotely, and validates the LDIF file to determine whether

it violates the server's schema. Those elements that do not conform to the schema will be rejected and written to
standard output. You can specify the path to the output file to which the rejected entries are written and the reasons for

their rejection. The validate-1dif tool works with regular non-compressed LDIF files or gzip-compressed LDIF
files.

To process large files faster, you can also set the number of threads for validation. The tool also provides options to
skip specified schema elements if you are only validating certain items, such as attributes only. Use the --help option
to view the arguments.

To Validate an LDIF File

* Usethe validate-1dif tool to validate an LDIF file. Make sure the server is online before running this
command.

$ bin/validate-1dif --1difFile /path/to/data.ldif \
--rejectFile rejectedEntries

1 of 200 entries (0 percent) were found to be invalid.
1 undefined attributes were encountered.
Undefined attribute departmentname was encountered 1 times.

Computing Database Cache Estimate

After successful completion of an import, the import—-1dif command lists detailed information about the
database cache characteristics of the imported data set. The current server configuration is considered along with the
capabilities of the underlying hardware to guide decisions for changing JVM size and database-cache-percent for the
backend.

The import-1dif command will complete with a summary of database cache usage characteristics for the
imported data set. Additional files are available in the /1ogs/tools directory that describe the database cache
characteristics in more detail.

Tracking Skipped and Rejected Entries

During import, entries can be skipped if they do not belong in the specified backend, or if they are part of an excluded
base DN or filter. The --skipFile {path} argument can be used on the command line to indicate that any entries that
are skipped should be written to a specified file. You can add a comment indicating why the entries were skipped.
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Similarly, the --rejectFile {path} argument can be added to obtain information about which entries were rejected and
why. An entry can be rejected if it violates the server's schema constraints, if its parent entry does not exist, if another
entry already exists with the same DN, or if it was rejected by a plug-in.

Running an Offline Import

You can run the import-1dif tool offline to import LDIF data encoded with the UTF-8 character set. This data can
come from LDIF files, compressed LDIF files (GZIP format), or from data generated using a MakeLLDIF template.
You do not need to authenticate as an administrator when performing offline LDIF imports.

To Perform an Offline Import

* Use the import-1dif command to import data from an LDIF file. Make sure the Directory Server is offline
before running this command. Do not specify any connection arguments when running the command.

$ bin/import-1dif --backendID userRoot --1difFile /path/to/data.ldif \
--rejectFile /path/to/reject.ldif --skipFile /path/to/skip.ldif

To Perform an Offline LDIF Import Using a Compressed File

* Usethe import-1dif command to import data from a compressed gzip formatted file. You must also use the --
isCompressed option to indicate that the input file is compressed. Make sure the Directory Server is offline before
running this command. Do not specify any connection arguments when running the command.

$ bin/import-1dif --backendID userRoot --isCompressed \
--1difFile /path/to/data.gz --rejectFile /path/to/reject.ldif \
--skipFile /path/to/skip.ldif

To Perform an Offline LDIF Import Using a MakeLDIF Template

* Usethe import-1dif command to import data from a MakeLDIF template, which is located in the <server-
root>/config/MakeLDIF. Make sure the Directory Server is offline before running this command. Do not
specify any connection arguments when running the command.

The following command uses the standard data template and generates 10,000 sample entries, and then imports
the file to the server.

$ bin/import-1dif --backendID userRoot \
-—templateFile config/MakeLDIF/example.template

Running an Online LDIF Import

Administrators can run LDIF imports while the server is online from another remote server. The online import
resembles the offline import, except that you must provide information about how to connect and authenticate to the
target server. You can schedule the import of an LDIF file to occur at a particular time using the --task and --start
YYYYMMDDhhmmss options of the import-1dif tool.

You can also specify email addresses for users that should be notified whenever the import process completes
(regardless of success or failure, or only if the import fails). To set up SMTP notifications, see Working with the
SMTP Account Status Notification Handler.

To Perform an Online LDIF Import

* Use the import-1dif tool to import data from an LDIF. Make sure the Directory Server is online before
running this command.

$ bin/import-1dif --task --hostname serverl --port 389 \
--bindDN uid=admin, dc=example,dc=com —--bindPassword password \
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—--backendID userRoot --1difFile userRoot.ldif

To Schedule an Online Import

1.

Use the import-1dif tool to import data from an LDIF file at a scheduled time. To specify a time in the UTC
time zone, include a trailing “Z”. Otherwise, the time will be treated as a local time in the time zone configured on
the server. Make sure the Directory Server is online before running this command.

$ bin/import-1dif --task \
--hostname serverl \
--port 389 \
--bindDN uid=admin, dc=example,dc=com \
--bindPassword password \
--backendID userRoot \
--1difFile /path/to/data.ldif \
-—-start 20111026010000 \
--completionNotify import-complete@example.com \
—-—errorNotify import-failed@example.com

Import task 2011102617321510 scheduled to start Oct 26, 2011 1:00:00 AM CDT

Confirm that you successfully scheduled your import task using the manage-tasks tool to view a summary of
all tasks on the system.

$ bin/manage-tasks --summary

2011102617321510 Import Waiting on start time

Use the manage-tasks tool to monitor the progress of this task. Use the task ID of the import task. If you
cannot find the task ID, use the --summary option to view a list of all tasks scheduled on the Directory Server.

$ bin/manage-tasks --info 2011102617321510

Task Details

ID 2011102617321510

Type Import

Status Waiting on start time
Scheduled Start Time Oct 26, 2011 1:00:00 AM CDT

Actual Start Time
Completion Time

Dependencies Failed None

Dependency Action None

Email Upon Completion admin@example.com
Email Upon Error admin@example.com
Import Options

LDIF File /path/to/data.ldif
Backend ID userRoot

To Cancel a Scheduled Import

Use the manage-tasks tool to cancel the scheduled task.

$ bin/manage-tasks —--cancel 2011102417321510
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Adding Entries to an Existing Directory Server

To add entries to an existing Directory Server while preserving operational attributes, such as createTimestamp
or modifiersName, the Ignore No User Modification control must be attached to the request. The Ignore No User
Modification control allows modification of certain attributes that have the No User Modification constraint. Special
care should be used with this control.

The Ignore No User Modification is only applied to ADD requests. Using the control to modify an existing entry,
resulting in an operational attribute change, will fail.

To Append Entries to an Existing Directory Server
* Use ldapmodi fy with the Ignore No User Modification control (i.e., the OID is 1.3.6.1.4.1.30221.2.5.5).

$ bin/ldapmodify --control 1.3.6.1.4.1.30221.2.5.5 \
—-—-filename change-record.ldif

Filtering Data Import

The import-1dif command provides a way to either include or exclude specific attributes or entries during an
import. The arguments are summarized as follows:

Table 12: Inclusion and Exclusion Arguments for import-1dif

Argument Description
--includeBranch Base DN of a branch to include in the LDIF import (can be specified multiple times)
--excludeBranch Base DN of a branch to exclude from the LDIF import (can be specified multiple times)

--includeAttribute Attribute to include in the LDIF import (can be specified multiple times)

--excludeAttribute Attribute to exclude from the LDIF import (can be specified multiple times)

--includeFilter Search filter to identify entries to include in the LDIF import (can be specified multiple
times)

--excludeFilter Search filter to identify entries to exclude from the LDIF import (can be specified multiple
times)

--excludeOperational Exclude operational attributes from the LDIF import.
--excludeReplication Exclude replication attributes from the LDIF import.

--excludeSoftDelete  Exclude soft delete entries from the LDIF import.

Exporting Data

The PingDirectory Server export-1dif command-line tool exports data from Directory Server backend to an
LDAP Data Interchange Format (LDIF) file. The tool must be run in the non-task based mode, which implies that it
works outside of the server JVM process. The export-1dif must be run without connection or task arguments
while the server is either online or offline. This tool exports a point-in-time snapshot of the backend which is
guaranteed to provide a consistent state of the database, in LDIF, which can be reimported with import-1dif if
necessary.

The data exported by export-1dif can include all or a portion of the entries (a subset of the entries or a subset of
the attributes within entries or both) contained in the backend. This is accomplished by specifying branches, filters,
and attributes to include or exclude. The exported LDIF can be compressed, encrypted or digitally signed.
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= Note: LDIF exports can be configured as recurring tasks with dsconfig create-recurring-task,
and then scheduled to run when added to a recurring task chain.

To Perform an Export

* Use the export-1dif command to export data to an LDIF file.

$ bin/export-1dif --backendID userRoot —--1difFile userRoot.ldif

To Perform an Export from Specific Branches

* Use the export-1dif command to export data to an LDIF file under a specific branch from the userRoot
backend of the local Directory Server into a compressed file. The command also excludes operational attributes
from the exported data and wraps long lines at column 80.

$ bin/export-1dif --backendID userRoot --1difFile userRoot.ldif.gz --
compress \
--includeBranch ou=people,dc=example,dc=com --excludeOperational \
--wrapColumn 80

Encrypting LDIF Exports and Signing LDIF Files

The Directory Server provides features to encrypt data during an LDIF export using the export-1dif --
encryptLDIF option and to allow the encrypted LDIF file to be imported onto the same instance or another server in
the same replication topology using the import-1dif tool. A -—-doNotEncrypt argument can be used to force
an LDIF export to be unencrypted, even if automatic encryption is enabled. The —-maxMegabytesPerSecond
argument can be used to impose a limit on the rate at which the LDIF file may be written to disk.

The export-1dif tool can be used with the -—-promptForEncryptionPassphrase, —-
encryptionPassphraseFile,and ——encryptionSettingsDefinitionID arguments to specify

which key to use for encrypting the export. The import-1dif tool will automatically detect encryption and
compression, and have ——-promptForEncryptionPassphrase, -—encryptionPassphraseFile options
as well.

The Directory Server also provides an additional argument that digitally signs the contents of the LDIF file, which
ensures that the content has not been altered since the export. To digitally sign the contents of the exported LDIF file,
use the export-1dif --sign option. To allow a signed LDIF file to be imported onto the same instance or another
server in the same topology, use the import-1dif --isSigned option.

Note that there is not much added benefit to both signing and encrypting the same data, since encrypted data cannot
be altered without destroying the ability to decrypt it.

To Encrypt an LDIF Export

* Run export-1dif tool with the ——encryptLDIF option to encrypt the data during an export to an output
LDIF file. The following command runs an offline export of the userRoot backend, and encrypts the file when
written to an output file called data.1dif.

$ bin/export-1dif --backendID userRoot --1difFile /path/to/data.ldif \
—-—encryptLDIF

To Import an Encrypted LDIF File

An encrypted LDIF file can be imported into the same instance from which it was exported, or into any other server in
the same replication topology with that instance. You cannot import an encrypted LDIF file into a server that is not in
some way connected to the instance from which it was exported.

* Run the import-1dif tool to import the encrypted LDIF file from the previous example. The command imports the
data.ldif file, decrypts the contents while overwriting the existing contents to the userRoot backend. The
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tool automatically determines encryption and compression, and it can automatically identify the correct key for
exports that were encrypted with a key obtained from an encryption settings definition or an internal topology key.

$ bin/import-1dif --backendID userRoot --1difFile /path/to/data.ldif \
--overwriteExistingEntries

To Sign an Export

* Run export-1dif tool with the ——sign option to digitally sign the data during an export to an output LDIF
file. The following command runs an offline export of the userRoot backend, and signs the content when
written to an output file called data.1dif.

$ bin/export-1dif --backendID userRoot \
--1difFile /path/to/data.ldif --sign

To Import a Signed LDIF File

* Runthe import-1dif tool to import the signed LDIF file from the previous example. The command imports
the data.1dif file, checks the signature of the contents while overwriting the existing contents to the
userRoot backend. The command requires the --isSigned option, which instructs the tool that the contents of the
LDIF file is signed.

$ bin/import-1dif --backendID userRoot \
--1difFile /path/to/data.ldif \
--overwriteExistingEntries --isSigned

Filtering Data Exports

The export-1dif command analogous arguments to the import-1dif tool to provide a way to either include or
exclude specific attributes or entries during an export. The arguments are summarized as follows:

Table 13: Inclusion and Exclusion Arguments for export-ldif

Argument Description
--includeBranch Base DN of a branch to include in the LDIF export (can be specified multiple times)
--excludeBranch Base DN of a branch to exclude from the LDIF export (can be specified multiple times)

--includeAttribute Attribute to include in the LDIF export (can be specified multiple times)
--excludeAttribute Attribute to exclude from the LDIF export (can be specified multiple times)
--includeFilter Filter to identify entries to include in the LDIF export (can be specified multiple times)
--excludeFilter Filter to identify entries to exclude from the LDIF export (can be specified multiple times)
--excludeOperational Exclude operational attributes from the LDIF export.

--excludeReplication Exclude replication attributes from the LDIF export.

--excludeSoftDelete  Exclude soft delete entries from the LDIF export.

Scrambling Data Files

The Directory Server transform-1dif tool provides backward compatibility with the former scramble-1dif
tool, with additional functionality for configuring input and output files. The transform-1dif tool reads data
from one or more source LDIF files and writes the transformed data to a single output file.
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Using this tool to scramble data, enables obscuring the values of certain attributes so that it is difficult to determine
the original values in the source data, while also preserving the characteristics of the associated attribute syntax. This
process is repeatable, so that if the same value appears multiple times, it will yield the same scrambled representation
each time. Scrambling can be applied to both LDIF entries and LDIF change records.

The process of scrambling data is not the same as encryption. It should only be used to provide simple obfuscation of
data. The following are general guidelines for scrambling attributes:

+ Ifthe attribute is userPassword and its value starts with a scheme name surrounded by curly braces, such as
"{SSHA256} XrgyNdI3fid7K'Y dhd/Ju47KJQ5PY ZqlUlyzxQ28f/QXUnNd9fupj9g==", the scheme name will be
left unchanged and the rest of the value will be treated like a generic string.

+ Ifthe attribute is authPassword and its value contains at least two dollar signs, such as
"SHA256$QGbHDCi1i4=$8/X7XRGaFCovC5mn7ATPDY1kVoocDD06Zy31bD4Ao04=", the portion up to the
first dollar sign (which represents the name of the encoding scheme) is preserved and the remainder of the value is
treated like a generic string.

» If an attribute has a Boolean syntax, the scrambled value will be either TRUE or FALSE. The determination to
use a value of TRUE or FALSE is random, so scrambling Boolean values is not repeatable. By randomizing the
scrambling for Boolean values, the syntax and obfuscation of the original value is preserved.

» Ifan attribute has a distinguished name syntax (or a related syntax, such as a name and optional UID), scrambling
is applied to the values of RDN components for any attributes to be scrambled. For example, if the tool is
configured to scramble both the member and uid attributes, and an entry has a member attribute with a value of
"uid=john.doe,ou=People,dc=example,dc=com", that member value will be scrambled in a way that only obscures
the "john.doe" portion but leaves the attribute names and all values of non-scrambled attributes intact.

+ If an attribute has a generalized time syntax, that value is replaced with a randomized timestamp using the same
format (the same number of digits and the same time zone indicator). The randomization will be over a time range
that is double the difference between the time the t ransform-1dif tool was launched and the timestamp to
be scrambled. For values where that time difference is less than one day, one day will be added to the difference
before it is doubled.

+ If an attribute has an integer, numeric string, or telephone number syntax, scrambling is only applied to numeric
digits while all other characters are left intact. If there are multiple digits, then the first digit will be nonzero.

+ If an attribute has an octet string syntax, it is scrambled as follows:

» Each byte that represents a lowercase ASCII letter is replaced with a randomly-selected lowercase ASCII
letter.

» Each byte that represents a uppercase ASCII letter is replaced with a randomly-selected uppercase ASCII
letter.

» Each byte that represents an ASCII digit is replaced with a randomly-selected ASCII digit.

* Each byte that represents a printable ASCII symbol is replaced with a randomly-selected printable ASCII
symbol.

» Each byte that represents an ASCII control character is replaced with a randomly-selected ASCII letter, digit,
or symbol.

» Each non-ASCII byte will be replaced with a randomly-selected non-ASCII byte.

+ If an attribute has a value that represents a valid JSON object, the resulting value will also be a JSON
object. All field names will be left intact, and only the values of those fields may be scrambled. If the ——
scrambleJSONField argument is provided, only the specified fields will have values scrambled. Otherwise,
the values of all fields will be scrambled. Field values are scrambled as follows:

* Null values are not scrambled.

* Boolean values are replaced with randomly-selected Boolean values. As with attributes with a Boolean syntax,
these values are non-repeatable.

*  Number values will have only their digits replaced with randomly-selected digits and all other characters
(minus sign, decimal point, exponentiation indicator) are left unchanged.

» String values will be replaced with a randomly-selected generic string.

» Array values have scrambling applied as appropriate for each value in the array. If the array field itself should
be scrambled, then all values in the array are scrambled. Otherwise, only JSON objects contained inside the
array have scrambling applied to appropriate fields.
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» JSON values have scrambling applied as appropriate for their fields.
+ If an attribute does not match any of the previous criteria, it is scrambled as follows:

» Each lowercase ASCII letter is replaced with a randomly-selected lowercase ASCII letter.
* Each uppercase ASCII letter replaced with a randomly-selected uppercase ASCII letter.

» Each ASCII digit is replaced with a randomly-selected ASCII digit.

* All other characters are left unchanged.

The following example reads from an LDIF file named original.1dif, scrambles the values of the
telephoneNumber, mobile, and homeTelephoneNumber attributes, and writes the results to
scrambled.ldif:

$ bin/transform-1dif --sourcelDIF original.ldif \
--targetLDIF scrambled.ldif \
--scrambleAttribute telephoneNumber \
--scrambleAttribute mobile \
-—-scrambleAttribute homeTelephoneNumber \
—--randomSeed 0
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Backing Up and Restoring Data

Topics:

Backing Up and Restoring Data
Retaining Backups

Moving or Restoring a User
Database

Comparing the Data in Two
Directory Servers

Revert or Replay Changes

The PingDirectory Server provides efficient backup and restore
command-line tools that support full and incremental backups. The backups
can also be scheduled using the UNIX-based cron scheduler or using the
Directory Server’s Task-based scheduler.

This chapter presents the following topics:
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Backing Up and Restoring Data

Administrators should have a comprehensive backup strategy and schedule that comprise of daily, weekly, and
monthly backups including incremental and full backups of the directory server data, configuration, and backends.
Administrators should also have a backup plan for the underlying filesystem. This dual purpose approach provides
excellent coverage in the event that a server database must be restored for any reason.

E Note: Backups can be configured as recurring tasks with dsconfig create-recurring-task, and
then scheduled to run when added to a recurring task chain.

The PingDirectory Server provides efficient backup and restore command-line tools that support full and
incremental backups. The backups can also be scheduled using the UNIX-based cron scheduler or using the Directory
Server’s Task-based scheduler. The Directory Server can run backups with the server online while processing other
requests, so that there is no need to shut down the server or place it in read-only mode prior to starting a backup.

If you back up more than one backend, the backup tool creates a subdirectory below a specified backup directory for
each backend. If you back up only a single backend, then the backup files will be placed in the specified directory. A
single directory can only contain files from one backend, so that you cannot have backup files from multiple different
backends in the same backup directory.

When performing a backup, the server records information about the current state of the server and backend,
including the server product name, the server version, the backend ID, the set of base DNs for the backend, and the
Java class used to implement the backend logic. For JE backends, the backup descriptor also includes information
about the Berkeley DB JE version and information about the attribute and VLV indexes that have been defined.

When restoring a backup, the server compares the descriptor obtained from the backup with the current state of the
server and backend. If any problems are identified, the server generates warnings or errors. The administrator can
choose to ignore the warnings with the ignoreCompatibilityWarnings option to the restore tool, whereas
errors will always cause the restore to fail. For example, when restoring a newer backup into an older version of the
server, a warning will be generated. When restoring an older backup into a new version of the server, no warning will
be generated, but because the config and schema backends require special handling, the server generates an error
if the server versions do not match exactly (major, minor, point, and patch version numbers).

Both the backup and restore tools provide encryption options ——promptForEncryptionPassphrase,
-—encryptionPassphraseFile, and -—encryptionSettingsDefinitionID thatcan be used to
specify which key to use for encrypting the backup. For backups encrypted with an encryption settings definition
or an internal topology key, the server will automatically determine the correct key. Or, the ——doNotEncrypt
argument can be used to force a backup to be unencrypted even if automatic encryption is enabled.

If needed, the ——maxMegabytesPerSecond argument can be used to impose a limit on the rate at which the
backup may be written to disk.

Retaining Backups

The backup tool can be used with either the —~~retainPreviousFullBackupCount or —-
retainPreviousFullBackupAge arguments to identify which previous backups should be preserved. Any
other backups in that directory will be removed. A new backup will always be preserved. If the new backup is an
incremental backup, then any other backups it depends on will also be preserved. However, older backups in the same
directory are eligible to be removed.

Ifthe --retainPreviousFullBackupCount argument is provided, that number of the most

recent previous full backups will be preserved (along with any incremental backups that depend on them).

Any other previous full backups (and their dependent incremental backups) can be removed. If the -~
retainPreviousFullBackupAge argument is provided, its value must be a duration represented as an

integer followed by a time unit. Any full backups (and their dependent incremental backups) created longer ago

than that duration will be eligible to be removed. If both the --~retainPreviousFullBackupCount and —-
retainPreviousFullBackupAge arguments are provided, then only backups that don't satisfy either condition
will be deleted. A value of zero can be specified for the -—retainPreviousFullBackupCount argument
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so that only the most recent backup is preserved (along with its dependencies), and all previous backups will be
removed.

= Note: The remove-backup tool also supports the -——retainFullBackupCount and —-
retainFullBackupAge arguments to delete any backups outside the provided retention criteria.

To List the Available Backups on the System
* Usethe restore tool to list the backups in a backup directory.
$ bin/restore --listBackups --backupDirectory /mybackups

[13:26:21] The console logging output is also available in '/
ds/PingDirectory/logs/ tools/restore.log'

Backup ID: 20120212191715%

Backup Date: 12/Feb/2012:13:17:19 -0600
Is Incremental: false

Is Compressed: false

Is Encrypted: false

Has Unsigned Hash: false

Has Signed Hash: false

Dependent Upon: none

Backup ID: 201202121924117

Backup Date: 12/Feb/2012:13:24:16 -0600
Is Incremental: true

Is Compressed: false

Is Encrypted: false

Has Unsigned Hash: false

Has Signed Hash: false

Dependent Upon: 201202121917157

To Back Up All Backends

» Use backup to save the all of the server’s backends. The optional --compress option can reduce the amount of
space that the backup consumes, but can also significantly increase the time required to perform the backup.

$ bin/backup —--backUpAll --compress --backupDirectory /path/to/backup

To Back Up a Single Backend

* Qo to the server root directory, and use the backup tool to save the single backend, userRoot.

$ bin/backup --backendID userRoot --compress --backupDirectory /path/to/
backup

To Perform an Offline Restore

» Use the restore command to restore the userRoot backend. Only a single backend can be restored at a time.
The Directory Server must be shut down before performing an offline restore.

$ bin/restore --backupDirectory /path/to/backup/userRoot

= Note: The server root directory should never be restored from a file system backup or snapshot.

To Assign an ID to a Backup

* Qo to the server root directory, and use the backup tool to save the single backend, userRoot. The following
command assigns the backup ID "weekly" to the userRoot backup. The backup file appears under backups/
userRoot directory as userRoot-backup-weekly.
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$ bin/backup --backupDirectory /path/to/backups/userRoot \
—--backendID userRoot --backupID weekly
To Run an Incremental Backup on All Backends

The Directory Server provides support for incremental backups, which backs up only those items that have changed
since the last backup (whether full or incremental) on the system, or since a specified earlier backup. Incremental
backups must be placed in the same backup directory as the full backup on which they are based.

Not all backends support incremental backups. If a backend does not support incremental backups, use of the ——
incremental option will have no effect, and a full backup will be taken.

* The following command runs an incremental backup on all backends based on the most recent backup:

$ bin/backup —--backUpAll --incremental --backupDirectory /path/to/backup

To Run an Incremental Backup on a Single Backend

* Qo to the server root directory, and use backup to save the single backend, userRoot.

$ bin/backup --backendID userRoot --incremental --backupDirectory /path/to/
backup

To Run an Incremental Backup based on a Specific Prior Backup

* You can run an incremental backup based on a specific prior backup that is not the most current version on the
system. To get the backup ID, use the restore --listBackups command (see below).

$ bin/backup --backUpAll --incremental --backupDirectory /path/to/backup \
-—-incrementalBaseID backup-ID

To Restore an Incremental Backup

The process for restoring an incremental backup is exactly the same as the process for restoring a full backup for both
the online and offline restore types. The restore tool will automatically ensure that the full backup and any
intermediate incremental backups are restored first before restoring the final incremental backup. The tool will not
restore any files in older backups that are no longer present in the final data set.

To Schedule an Online Backup

You can schedule a backup to run as a Task by specifying the timestamp with the --task and --start options. The
option is expressed in "YYYYMMDDhhmmss’" format. If the option has a value of "0" then the task is scheduled
for immediate execution. You cannot run recurring tasks, so daily operations must be run using cron or through some
system that can submit the task.

For online (remote) backups, the backup operation can be conducted while the PingDirectory Server is online if you
provide information about how to connect and to authenticate to the target Directory Server.

*  You can schedule the backup to occur at a specific time using the Task-based --start YYYYMMDDhhmmss
option. To specify a time in the UTC time zone format, add a trailing “Z” to the time. Otherwise, the time will be
treated as a local time in the time zone configured on the server.

$ bin/backup --backUpAll --task —--start 20111025010000 \
--backupDirectory /path/to/backup --completionNotify admin@example.com \
—-—errorNotify admin@example.com

Backup task 2011102500084110 scheduled to start Oct 28, 2011 1:00:00 AM CDT
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To Schedule an Online Restore

By providing connection and authentication information (and an optional start time), the restore can be performed
via the Tasks subsystem while the server is online. The Tasks subsystem allows you to schedule certain operations,
such as import-1dif, backup, restore, start-server, and stop-server. You can schedule a

restore to run as a Task by specifying the timestamp with the --task and --start options. The option is expressed in
"YYYYMMDDhhmmss’" format. If the option has a value of "0" then the task is scheduled for immediate execution.
You cannot run recurring tasks, so daily operations must be run using cron or through some system that can submit
the task.

* The backend that is being restored will be unavailable while the restore is in progress. To specify a time in the
UTC time zone, add a trailing “Z” to the time. Otherwise, the time will be treated as a local time in the configured
time zone on the server.

$ bin/restore --task --start 20111025010000 \
--backupDirectory /path/to/backup/userRoot \
—-—completionNotify admin@example.com --errorNotify admin@example.com

To Encrypt a Backup

* Qo to the server root directory, and use the backup tool to backup up the single backend, userRoot and encrypt it
with the -—encrypt option.

$ bin/backup --encrypt --backendID userRoot --compress --backupDirectory /
path/to/backup

To Sign a Hash of the Backup

* Go to the server root directory, and use the backup tool to backup up the single backend, userRoot. Use the -
signHash option to generate a hash of the backup contents and digitally sign the hash of the backup contents. If
you want to generate only a hash of the backup contents, run backup with the --hash option.

$ bin/backup --signHash --backupDirectory backups/userRoot --backendID

userRoot \
--backupDirectory /path/to/backup

To Restore a Backup

* Qo to the server root directory, and use the restore tool to restore a backup. The backup tool uses a descriptor
file to access property information used for the backup, indicating if the backup was compressed, signed and/or
encrypted.

$ bin/restore --backupDirectory /path/to/backup

Moving or Restoring a User Database

Part of any disaster recovery involves the restoration of the user database from one server to another. You should have
a well-defined backup plan that takes into account whether or not your data is replicated among a set of servers. The
plan is the best insurance against significant downtime or data loss in the event of unrecoverable database issue.

Keep in mind the following general points about database recovery:

* Regular Backup from Local Replicated Directory Server. Take a backup from a local replicated directory
server and restore to the failed server. This will be more recent than any other backup you have.

* Restore the Most Recent Backup. Restore the most recent backup from a local server. In some cases, this may
be preferred over taking a new backup if that would adversely impact performance of the server being backed up
although it will take longer for replication to play back changes.
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* Contact Support. If all else fails, contact your authorized support provider and they can work with you (and
possibly in cooperation with the Oracle Berkeley DB JE engineers) to try a low-level recovery, including tools that
attempt to salvage whatever data they can obtain from the database.

Comparing the Data in Two Directory Servers

The PingDirectory Server provides an 1dap-diff tool to compare the data on two LDAP servers to determine any
differences that they may contain. The differences are identified by first issuing a subtree search on both servers under
the base DN using the default search filter (objectclass=*) to retrieve the DNs of all entries in each server.
When the tool finds an entry that is on both servers, it retrieves the entry from each server and compares all of its
attributes. The tool writes any differences it finds to an LDIF file in a format that could be used to modify the content
of the source server, so that it matches the content of the target server. Any non-synchronized entries can be compared
again for a configurable number of times with an optional pause between each attempt to account for replication
delays.

You can control the specific entries to be compared with the --searchFilter option. In addition, only a subset of
attributes can be compared by listing those attributes as trailing arguments of the command. You can also exclude
specific attributes by prepending a ” character to the attribute. (On Windows operating systems, excluded attributes
must be quoted, for example, "*attrToExclude".) The @objectClassName notation can be used to compare
only attributes that are defined for a given objectclass.

The 1dap-diff tool can be used on servers actively being modified by checking differing entries multiple times
without reporting false positives due to replication delays. By default, it will re-check each entry twice, pausing two
seconds between checks. These settings can be configured with the --numPasses and --secondsBetweenPass options.
If the utility cannot make a clean comparison on an entry, it will list any exceptions in comments in the output file.

The Directory Server user specified for performing the searches must be privileged enough to see all of the entries
being compared and to issue a long-running, unindexed search. For the Directory Server, the out-of-the-box
cn=Directory Manager user has these privileges, but you can assign the necessary privileges by setting the
following attributes in the user entry:

ds-cfg-default-root-privilege-name: unindexed-search
ds-cfg-default-root-privilege-name: bypass-acl
ds-rlim-size-limit: O

ds-rlim-time-limit: O

ds-rlim-idle-time-limit: O
ds-rlim-lookthrough-limit: O

The 1dap-diff tool tries to make efficient use of memory, but it must store the DNs of all entries in memory.
For Directory Servers that contain hundreds of millions of entries, the tool might require a few gigabytes of
memory. If the progress of the tool slows dramatically, it might be running low on memory. The memory used
by the 1dap-diff tool can be customized by editing the 1dap-diff.java-args setting in the config/
java.properties file and running the dsjavaproperties command.

If you do not want to use a subtree search filter, you can use an input file of DN for the source, target, or both. The
format of the file can accept various syntaxes for each DN:

dn: cn=this is the first dn

dn: cn=this is the second dn and it is wrapped cn=this is the third dn

# The following DN is base-64 encoded dn::
Y249Z2G9%uJ30geW91IGhhdmUgY¥mV0dGVyIHRoaW5SncyBObyBkbyBO0aGFuIHN1ZSB3aGF0IHRoaXMgc2F5cw==
# There was a blank line above dn: cn=this is the final entry.

i Caution: Do not manually update the servers when the tool identifies differences between two servers
involved in replication. First contact your authorized support provider for explicit confirmation, because
manual updates to the servers risk introducing additional replication conflicts.
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To Compare Two Directory Servers Using ldap-diff

1. Use 1dap-diff to compare the entries in two Directory Server instances. Ignore the userpassword attribute
due to the one-way password hash used for the password storage scheme.

$ bin/ldap-diff --outputLDIF difference.ldif \
--sourceHost serverl.example.com --sourcePort 1389 \
--sourceBindDN "cn=Directory Manager" --sourceBindPassword secretl \
--targetHost server2.example.com --targetPort 2389 \
--targetBindDN "cn=Directory Manager" --targetBindPassword secret2 \
--baseDN dc=example,dc=com --searchFilter " (objectclass=*)"
"“userpassword"

2. Open the output file in a text editor to view any differences. The file is set up so that you can re-apply the changes
without any modification to the file contents. The file shows any deletes, modifies, and then adds from the
perspective of the source server as the authoritative source.

This file contains the differences between two LDAP servers.

The format of this file is the LDIF changes needed to bring server
ldap://serverl.example.com:1389 in sync with server
ldap://server2.example.com:2389.

These differences were computed by first issuing an LDAP search at both
servers under base DN dc=example,dc=com using search filter

(objectclass=*)

# and search scope SUB to first retrieve the DNs of all entries. And then
each

# entry was retrieved from each server and attributes: [“userpassword] were
# compared. # # Any entries that were out-of-sync were compared a total of 3
times

# waiting a minimum of 2 seconds between each attempt to account for
replication

# delays.

#

# Comparison started at [24/Feb/2010:10:34:20 -0600]

# The following entries were present only on ldap://server2.example.com:2389
and

# need to be deleted. This entry existed only on ldap://
serverl.example.com:1389

# Note: this entry might be incomplete. It only includes attributes:

# ["userpassword]dn: uid=user.200,ou=People,dc=example, dc=com

# objectClass: person

# objectClass: inetOrgPerson

(more attributes not shown)

# st: DC

dn: uid=user.200, ou=people,dc=example,dc=com

changetype: delete

#
#
#
#
#
#
#
#

# The following entries were present on both servers but were out of sync.

dn: uid=user.199, ou=people,dc=example, dc=com
changetype: modify

add: mobile

mobile: +1 300 848 9999

delete: mobile

mobile: +1 009 471 1808

# The following entries were missing on ldap://server2.example.com:2389 and
need

# to be added. This entry existed only on ldap://server2.example.com:2389

# Note: this entry might be incomplete. It only includes attributes:
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# ["“userpassword]
dn: uid=user.13,ou=People,dc=example, dc=com
changetype: add
objectClass: person
objectClass: inetOrgPerson
(more attributes not shown)
# Comparison completed at [24/Feb/2010:10:34:25 -0600]

To Compare Configuration Entries Using Idap-diff

* Use ldap-diff to compare the configuration entries in two Directory Server instances. The filter searches all
configuration entries. Ignore the userpassword attribute due to the password storage scheme that uses a one-
way hashing algorithm.

$ bin/ldap-diff --outputLDIF difference.ldif \
--sourceHost serverl.example.com --sourcePort 1389 \
--sourceBindDN "cn=Directory Manager" --sourceBindPassword secretl \
--targetHost server2.example.com --targetPort 2389 \
--targetBindDN "cn=Directory Manager" --targetBindPassword secret2 \
--baseDN cn=config --searchFilter " (objectclass=*)" "“userpassword"

To Compare Entries Using Source and Target DN Files

* Use ldap-diff to compare the entries in two Directory Server instances. In the following example, the
utility uses a single DN input file for the source and target servers, so that no search filter is used. Ignore the
userpassword attribute due to the password storage scheme that uses a one-way hashing algorithm.

$ bin/ldap-diff --outputLDIF difference.ldif \
--sourceHost serverl.example.com --sourcePort 1389 \
--sourceBindDN "cn=Directory Manager" --sourceBindPassword secretl \
--targetHost server2.example.com --targetPort 2389 \
--targetBindDN "cn=Directory Manager" --targetBindPassword secret2 \
--baseDN "dc=example,dc=com" --sourceDNsFile input-file.ldif \
—--targetDNsFile input-file.ldif "“userpassword"

To Compare Directory Servers for Missing Entries Only Using Idap-diff

* Use ldap-diff to compare two Directory Servers and return only those entries that are missing on one of the
servers using the --missingOnly option, which can significantly reduce the runtime for this utility.

$ bin/ldap-diff --outputLDIF difference.ldif \
--sourceHost serverl.example.com --sourcePort 1389 \

--sourceBindDN "cn=Directory Manager" --sourceBindPassword secretl \
--targetHost server2.example.com --targetPort 2389 \
--targetBindDN "cn=Directory Manager" --targetBindPassword secret2 \

--baseDN dc=example,dc=com --searchFilter " (objectclass=*)"
"~userpassword" \
--missingOnly

Revert or Replay Changes

The PingDirectory Server provides support for an audit logger that records information about the changes to

data within the server. The data is formatted as LDIF, and it can be replayed with tools such as 1dapmodify or
parallel-update. The data also includes information encoded as comments that provide additional context
about the changes. By default, the log records the changes as requested by clients, but it can also log the changes in
reversible form so that they can be undone.

This audit logger can be useful for the following scenarios:
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+ If one or more undesirable changes have been made (for example, by a malicious or defective client), it can be
used to obtain the necessary changes to revert those operations.

» If a catastrophic loss of all servers in the topology occurs that leaves an audit log available with newer data than
any backup or LDIF export (for example, concurrent database corruption across all instances), it can be used to
recover changes that may not otherwise be available.

» It can be useful for automating the process of identifying changes made in one topology that can be replayed
into another topology (for example, to replay production changes into an isolated server or topology for testing
purposes or to attempt to reproduce a problem).

» It can be useful for analytics and reporting purposes.

To assist with these and other uses, the LDAP SDK for Java provides an API for consuming, parsing, and reverting
audit log messages. This API can be used for the analytics and reporting. Also available is the extract-data-
recovery-log-changes tool that can extract audit log changes matching a specified set of criteria so that they
can be replayed, either as they were originally processed or in a reversible form that makes it possible to revert those
changes.

The Data Recovery Log

The setup tool automatically creates an audit logger for data recovery purposes in 1logs/data-recovery. The
log is always compressed, and it will be encrypted if data encryption is enabled within the server. The logger has the
following properties:

* Log files are written into the 1ogs/data-recovery directory so that they are isolated from other log files.
The active log file is named data-recovery.gz.encrypted, while rotated files are named data-
recovery.{timestamp}.gz.encrypted.

* The log files are gzip-compressed. If data encryption is enabled, they are encrypted with a key obtained from the
server’s preferred encryption settings definition.

» Each log file contains no more than 10 MB of data, and is rotated after 24 hours. Keeping the log files small
ensures that the entire contents of a log file will easily fit into the extract-data-recovery-log-
changes tool’s memory.

* The server will retain rotated data recovery log files for no more than one week. However, as a safeguard against
consuming too much disk space in periods of extremely heavy and prolonged write activity, the server will also
retain no more than 1,000 data recovery log files for a maximum of 500 MB of disk space.

* Changes are logged in reversible form and include the authentication and authorization identity of the requester,
as well as the IP address. If present, the log message includes details from any intermediate client request control
included in the request, which may provide information about the downstream client.

The extract-data-recovery-log-changes Tool

The extract-data-recovery-log-changes tool creates an LDIF file (compressed and encrypted by
default) with a specified subset of changes from the server’s data recovery log. That LDIF file can then be applied
to the server using either the 1dapmodi £y or parallel-update. Before applying the changes, the output file can be
decrypted and examined to ensure that the changes it contains look correct.

The extract-data-recovery-log-changes tool provides arguments for input and output of the extracted
changes, including encryption settings, location, and compression.

The direction of whether changes should be extracted in forward mode or reverse mode is also configured. In forward
mode (replay), the audit log messages are traversed from oldest to newest, and extracted changes are presented

as they were originally requested. In reverse mode (revert), the audit log messages are traversed from newest to
oldest, and extracted changes will be converted to a form that will revert the original changes. Regardless of the
direction chosen, additional arguments enable identifying the changes to extract by time, requester address or DN,
connection ID, origin, content type, or alterations. The following is a sample command to revert all changes by user
uid=malicious, ou=People,dc=example, dc=com between noon and 2 pm on October 15, 2018:

$ bin/extract-data-recovery-log-changes \
-—-auditLogFile logs/data-recovery/data-
recovery.201810161234.567.gz.encrypted \
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--outputFile revert-malicious-user-changes.ldif \

--direction revert \

-—-startTime 201810151200.000 \

-—endTime 201810151359.999 \

—--includeAuthorizationDN "uid=malicious, ou=People,dc=example,dc=com"
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Overview of Indexes

The PingDirectory Server uses indexes to improve database search performance and provide consistent search rates
regardless of the number of database objects stored in the Directory Information Tree (DIT). Indexes are associated
with attributes and stored in database index files, which are managed separately for each base DN in the Directory
Server. The Directory Server automatically creates index files when you first initialize a base DN or when you use the
dsconfig tool to create a local DB backend. During modify operations, the Directory Server updates the database
index files. If encryption is enabled on the server, indexes will be encrypted.

The PingDirectory Server comes with the following types of indexes:

Default system indexes to ensure that the server operates efficiently. Indexes consist of database files that contain
index keys mapping to the list of entry IDs.

Default Local DB indexes that are created for each database suffix. Modify the index to meet your system’s
requirements using the dsconfig tool.

Local DB VLYV indexes that allow a client to request the server to send search results using the Virtual List View
control.

Filtered Indexes that provide the ability to index an attribute but only for entries that match a specified filter
based on an equality index. The filtered index can only be used for searches containing that filter. The filtered
index can be maintained independently of the equality index for that attribute and even if a normal equality index
is not maintained for that attribute.

General Tips on Indexes

Administrators should keep the following tips in mind when working with indexes:

Important Critical Indexes. The Directory Server has several built-in indexes on the Local DB Backend that are
critical to internal server processing and should never be removed.

aci, ds-entry-unique-id, objectClass

Built-in Indexes for Efficient Queries. The Directory Server has built-in indexes on the Local DB Backend.
Internal processing of the server relies on the aci, ds-soft-delete-from-dn, ds-soft-delete-
timestamp, entryUUID, member, objectClass, and uniqueMember indexes, which must not be
removed. The mail and uid indexes can be removed, but these attributes are referenced from the Password
Modify Extended Operation and will cause problems with components such as the Exact Match Identity Mapper.
If the mail or uid indexes are removed, additional configuration changes may be necessary to ensure that

the server starts properly. The cn, givenName, mail, sn, and telephoneNumber indexes can be safely
removed if clients do not query on these attributes. This will reduce the size of the database both on disk and in
memory.

Online Rebuilds. Whenever an online index rebuild is in progress, the data in that backend will be available and
writable although the index being rebuilt will not be used; therefore, searches which attempt to use that attribute
might be unindexed.

Index Rebuild Administrative Alert. The Directory Server generates an administrative alert when the rebuild
process begins and ends. It will have a degraded-alert-type of "index-rebuild-in-progress" so that a Directory
Proxy Server, such as the Directory Server can avoid using that server while the rebuild is in progress.

System Indexes Cannot be Rebuilt. The contents of the backend must be exported and re-imported in order to
rebuild system indexes. See the table below for the list of system indexes.

Indexing Certain Attributes. You should ensure that the following recommendations are used when setting up
the indexes.

» Equality and substring indexes should not be used for attributes that contain binary data.
» Approximate indexes should be avoided for attributes containing numbers, such as telephone numbers.

Unindexed Searches. Unindexed attributes result in longer search times as the database itself has to be searched
instead of the database index file. Only users with the unindexed-search privilege are allowed to carry out
unindexed searches. In general, applications should be prevented from performing unindexed searches, so that
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searches that are not indexed would be rejected rather than tying up a worker thread. The ways to achieve this
include:

* Make sure that only the absolute minimum set of users have the unindexed-search privilege. This
privilege can be used without any other restrictions.

* To allow unindexed searches with some control, the Permit Unindexed Search request control can be used with
the unindexed-search-with-control privilege. With this privilege, a user will only be permitted to
request an unindexed search if the search request includes the Permit Unindexed Search request control. The
unindexed-search privilege allows a client to request an unindexed search without this control.

* The Reject Unindexed Search request control can be used to explicitly indicate that a client does not want the
server to process an unindexed search request, regardless of priviledges. See the LDAP SDK for information
about these controls. These capabilities are also available with the 1dapsearch tool.

* Make sure that al low-unindexed-searches property is set to false in all client connection policies, in
which unindexed searches should never be necessary. If the client connection policy should allow undindexed
searches, set the allow-unindexed-searches-with-control property to true. If allow-
unindexed-searches is false but, allow-unindexed-searches-with-control is true, the
policy will only permit an unindexed search if the request includes the Permit Unindexed Search request
control. See the LDAP SDK and the 1dapsearch tool for more information.

» Set a nonzero value for the maximum-concurrent-unindexed-searches global configuration
property to ensure that if unindexed searches are allowed, only a limited number of them will be active at any
given time. Administrators can configure the maximum number of concurrent unindexed searches by setting a
property under Global Configuration.

To change the maximum number of concurrent unindexed searches, use the dsconfig tool to set a value for
the number. A value of "0" (default) represents no limit on the number of concurrent unindexed searches.

$ bin/dsconfig set-global-configuration-prop \
--set maximum-concurrent-unindexed-searches:2
* Index Entry Limit. The Directory Server specifies an index entry limit property. This property defines the
maximum number of entries that are allowed to match a given index key before it is no longer maintained by the
server. If the index keys have reached this limit (default value is 4000), then you must rebuild the indexes using
the rebuild-index tool. If an index entry limit value is set for the local DB backend, it overrides the value set
for the overall JE backend index entry limit configuration (i.e., 4000).

To change the default index entry limit, use the dsconfig tool as seen in the following example:

$ bin/dsconfig set-local-db-index-prop --backend-name userRoot \
--index-name cn --set index-entry-1imit:5000

* Rebuild Index vs Full Import. You can expect a limited amount of database growth due to the existence of old
data when running rebuild-index versus doing a full import of your database.

Index Types

The PingDirectory Server supports several types of indexes to quickly find entries that match search criteria in
LDAP operations. The Directory Server uses an attribute's matching rules to normalize its values and uses those
values as index keys to a list of matching entry IDs. Entry IDs are integer values that are used to uniquely identify
an entry in the backend by means of a set of database index files (1d2entry, dn2id, dn2uri, id2children,
id2subtree).

Matching rules are elements defined in the schema that tell the server how to interact with the particular attribute.
For example, the uid attribute has an equality matching rule defined in the schema, and thus, has an equality index
maintained by the Directory Server. The following table describes the index types:
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Table 14: Directory Server Index Types

Index Type Description

Approximate Used to efficiently locate entries that match the approximate search filter. It is used to
identify which entries are approximately equal to a given assertion. Approximate indexes
can only be applied to attributes that have a corresponding approximate matching rule.

Equality Used to efficiently locate entries that match the equality search filter. It is used to identify
which entries are exactly equal to a given assertion. Equality indexes can only be applied
to attributes that have a corresponding equality matching rule. An offshoot of the equality
index is the filtered index, which uses a defined search filter for a specific attribute. The
filtered index can be maintained independently of the equality index for a specific attribute.

Ordering Used to efficiently locate entries that match the ordering search filter. It is used to identify
which entries have a relative order of values for an attribute. Ordering indexes can only be
applied to attributes that have a corresponding ordering matching rule.

Presence Used to efficiently locate entries that match the presence search filter. It is used to identify
which entries have at least one value for a specified attribute. There is only one presence
index key per attribute.

Substring Used to efficiently locate entries that match the substring search filter. It is used to identify

which entries contain specific substrings to a given assertion. Substring indexes can only be
applied to attributes that have a corresponding substring matching rule.

System Indexes

The PingDirectory Server contains a set of system database index files that ensure that the server operates efficiently.
These indexes cannot be modified or deleted.

Table 15: System Indexes

Index Description

dn2id Allows quick retrieval of DNs. The DN database, or dn2id, has one record for each entry.
The key is the normalized entry DN and the value is the entry ID.

id2entry Allows quick retrieval of entries. The 1d2entry database contains the LDAP entries. The
database key is the entry ID and the value is the entry contents.

referral Allows quick retrieval of referrals. The referral database called dn2uri contains URIs from
referral entries. The key is the DN of the referral entry and the value is that of a labeled URI
in the ref attribute for that entry.

id2children Allows quick retrieval of an entry and its children. The 1d2children database provides
a mapping between an entry's unique identifier and the entry unique identifiers of the
corresponding entry's children.

id2subtree Allows quick retrieval of an entry's subtree. The 1d2subtree database provides a
mapping between an entry's unique identifier and its unique identifiers in its subtree.

To View the System Indexes

Use the dbtest command to view the system and user indexes. The index status indicates if it is a trusted index
or not. An index is either trusted or untrusted. An untrusted index requires rebuilding.

$ bin/dbtest list-index-status --baseDN dc=example,dc=com --backendID
userRoot
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Managing Local DB Indexes

You can modify the local DB indexes to meet your system's requirements using the dsconfig tool. If you are using
the dsconfig tool in interactive command-line mode, you can access the Local DB Index menu from the Basic
object menu.

To View the List of Local DB Indexes

* Use dsconfig with the list-local-db-indexes option to view the default list of indexes.

$ bin/dsconfig list-local-db-indexes --backend-name userRoot

Local DB Index : Type : index-type

aci : generic : presence

cn : generic : equality, substring
ds-entry-unique-id : generic : equality

givenName : generic : equality, substring
mail : generic : equality

member : generic : equality
objectClass : generic : equality

sn : generic : equality, substring
telephoneNumber : generic : equality

uid : generic : equality
uniqueMember : generic : equality

To View a Property for All Local DB Indexes

* Use dsconfig with the --property option to view a property assigned set for all local DB indexes. Repeat
the option for each property that you want to list. In this example, the prime-index property specifies if the
backend is configured to prime the index at startup.

$ bin/dsconfig list-local-db-indexes --property index-entry-limit \
—--property prime-index --backend-name userRoot

To View the Configuration Parameters for Local DB Index

» To view the configuration setting of a local DB index, use dsconfig with the get-local-db-index-prop option
and the --index—-name and --backend-name properties. If you want to view the advanced properties, add
the --advanced option to your command.

$ bin/dsconfig get-local-db-index-prop --index-name aci \
--backend-name userRoot

To Modify the Configuration of a Local DB Index

You can easily modify an index using the dsconfig tool. Any modification or addition of an index requires the
indexes to be rebuilt. In general, an index only needs to be built once after it has been added to the configuration.

If you add an index, then import the data using the import-1dif tool, then the index will be automatically rebuilt.
If you add an index, then add the data using some other method than import-1di f, you must rebuild the index
using the rebuild-index tool.

1. Use dsconfig with the set-local-db-index-prop option and the -—index-name and --backend-name
properties. In this example, update the pr ime-index property, which loads the index at startup. This command
requires the --advanced option to access this property.

$ bin/dsconfig set-local-db-index-prop --index-name uid \
--backend-name userRoot --set prime-index:true
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2. View the index to verify the change.

$ bin/dsconfig get-local-db-index-prop --index-name uid \
—--backend-name userRoot

3. Stop the Directory Server. You can do an index rebuild with the server online; however, keep in mind the tips
presented in General Tips on Indexes.

$ bin/stop-server
4. Run the rebuild-index tool.

$ bin/rebuild-index --baseDN dc=example,dc=com --index uid
5. Restart the Directory Server if shutdown.

S bin/start-server

To Create a New Local DB Index

1. To create a new local DB index, use dsconf ig with the --create-local-db-index option and the --index-name, --
backend-name, and --set index-type: <value> options.

$ bin/dsconfig create-local-db-index \
--index-name roomNumber --backend-name userRoot \
--set index-type:equality

2. View the index.

$ bin/dsconfig get-local-db-index-prop \
--index-name roomNumber --backend-name userRoot

3. Stop the Directory Server. You can do an index rebuild with the server online; however, keep in mind the tips
presented in General Tips on Indexes on page 148.

$ bin/stop-server
4. Rebuild the index using the rebuild-index tool.

$ bin/rebuild-index --baseDN dc=example,dc=com --index roomNumber
5. Restart the Directory Server.

$ bin/start-server

To Delete a Local DB Index

You can delete an index using the dsconfig tool. Check that no plug-in applications are using the index before
deleting it. When the index is deleted, the corresponding index database will also be deleted. The disk space is
reclaimed once the cleaner threads begin.

* Usedsconfig with the delete-local-db-index option to remove it from the database.

$ bin/dsconfig delete-local-db-index \
—--index-name roomNumber --backend-name userRoot

Working with Composite Indexes

The PingDirectory Server composite index can be generated from multiple pieces of information (a combination of
multiple filter components, or a combination of filter components and a base DN). A composite index can also be
based on only a single piece of information.

To improve searches over a large number of entries, equality composite indexes can be used to combine a mandatory
equality filter pattern with an optional base DN pattern to improve the performance of searches in directories with
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a very large number of entries, and in particular with a very large number of non-leaf entries. Equality composite
indexes offer two advantages over existing equality attribute indexes in these types of deployments.

Base DN Pattern - If a directory environment has many branches, but searches are often done that are within specific
individual branches, the base DN pattern can be used to make search processing more efficient. The server will only
need to search entries within a target branch.

For example, if the directory contains an “ou=Customers, dc=example, dc=com” branch, with a separate
branches below that for sets of customers, like “ou=ACME, ou=Customers, dc=example, dc=com”, and
“ou=SHOPCO, ou=Customers, dc=example, dc=com”, a composite index with a filter pattern of * (sn=?) ”
and a base DN pattern of “ou=7?, ou=Customers, dc=example, dc=com” can be defined. Then a search with a
filter of ™ (sn=Smith) ” and a base DN of “ou=ACME, ou=Customers, dc=example, dc=com” can be used
to narrow the search to the Smiths in the ACME branch.

Index Pages - If many entries have the same value for a specific attribute, composite indexes can break large ID

sets up across multiple pages, unlike the traditional attribute index. Using the previous example, if a search of the
directory returns 50,000 Smiths, the results can be served in blocks of 5,000 IDs. An attribute index will return

either one Smith record whose value is a block that contains all 50,000 of the matching entry IDs (if the index isn’t
exploded), or 50,000 Smith records that each have a value of the matching entry ID (when the index is exploded).
The non-exploded form is efficient for searching because all of the entry IDs are returned in a single read, but it’s
expensive for writing because if a Smith must be added or removed, the entire block of 50,000 entry IDs must be
rewritten. The exploded form is efficient for writing (adding or removing a Smith involves just that one entry ID), but
it’s expensive for searching because it takes 50,000 reads to get all entry IDs for all of the Smiths.

Composite indexes break up the block of entry IDs across multiple pages (a page size of up to 5000). If the directory
contains 50,000 Smiths, instead of having to choose between one block of 50,000 IDs or 50,000 blocks of one ID, ten
blocks of 5,000 IDs are returned. This improves the efficiency of a read or write across many entries.

There is little performance overhead to the paging mechanism. Use an equality composite index for an attribute that
has a lot of entries that have the same value (such as givenName or sn), not for an attribute with very few entries
with the same value (such as id or mail). For attributes in which all of the values match a small number of entries, it’s
better to use an equality attribute index.

When configuring a composite index, define the following properties:

Table 16: Composite Index Properties

Composite Index Description

Properties

index-filter-pattern Specifies a single-valued filter property used to identify a portion of the index criteria.
This can only be specified at the time that the index definition is created and is
required.

index-base-dn-pattern Specifies a single-valued DN property that may indicate that the index should be
scoped to a specific subtree or subtree pattern. This can only be specified at the time
the index definition is created and is optional.

Working with JSON Indexes

JSON indexing is similar to general attribute indexing. Where an attribute can be indexed several ways and requires a
separate database for each index type, there is only a single database for each JSON field that can be used for different
JSON filter types. This database primarily behaves like the database for an equality attribute index. Each database
entry key is the normalized form for a value for the target JSON field, and the corresponding database entry value

is an list of the entry IDs for all entries in which the associated attribute type has a JSON object with that value for

the target field. The database is configured with a comparator (based on the data type for the target field) that enables
iterating through values in a logical order to facilitate inequality and sublnitial searches.
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JSON indexes are automatically created when the JSON Field constraint indicates that a JSON field should be
indexed. Indexes can be viewed with the following command:

$ bin/dbtest list-index-status \
--backendID userRoot \
—--baseDN dc=example,dc=com

The JSON object filter types that can be enhanced through the use of JSON indexes include:

* equals. Identifies entries that have a specific value for the target field. This filter type only requires retrieving
a single index key. However, depending on the nature of the search filter, the ID list may contain references to
entries that don't actually match the filter (such as if the field is a string, and the filter is configured to use case-
sensitive matching).

* eqgqualsAny. Identifies entries that have any of a specified set of values for the target field. This filter type only
requires retrieving the index keys that correspond to the target values in the filter and merging their ID lists.

* greaterThan/lessThan. Identifies entries that have at least one value for the target field that is greater or
less than (or possibly equal to) a specified value. This index is similar in use to the containsField index,
except that it only needs to iterate through a subset of the keys. A filter can contain both greaterThan and
lessThan filters to represent a bounded range.

* substring. Identifies entries that have a string value for the target field that matches a given substring.
The index can only be used for substring filters that include a subInitial component. In this case, the server
iterates through all of the index keys that match the startsWith component, and manually compares values
against the remainder of the substring assertion.

JSON indexing is available in local database backends backed by Berkeley DB Java Edition. This includes the
following:

* Add, delete, modify, and modify DN operations that make changes to JSON objects stored in the server.

» LDIF imports that include JSON objects, including updates to the cache size estimates for the JSON indexes.

* The rebuild-index tool and corresponding backend code to make it possible to generate and rebuild indexes
for JSON data. It must be possible to build all JSON indexes for all or a specified subset of fields associated with a
given attribute type. The verify-index tool should also work with JSON indexes to make it possible to check
their validity.

* Matching entry count control and debugsearchindex return attribute provide information about relevant JSON
index usage.

» Support for monitoring index content and usage.

= Note: Exploded indexes and the entry balancing global index do not support JSON objects.

Working with Local DB VLV Indexes

Local DB VLV indexes allow a client to request a subset of results from a sorted list that match a specific search base,
scope, and filter. The client can navigate through the list by passing a context back to the server with the virtual list
view control. The Local DB VLV index can be used only when the client request contains the virtual list view (VLV)
control and the client has been authorized with an ACI with a targetcontrol of 2.16.840.1.113730.3.4.9.

= Note: A client request, which includes a virtual list view control, can be successfully processed without a
matching Local DB VLV index if the search is completely indexed. This is not an efficient means of using
VLYV, since the server has to retrieve each entry twice.

To View the List of Local DB VLV Indexes

» Use dsconfig with the list-local-db-indexes option to view the default list of indexes. In the example, no VLV
indexes are defined.

$ bin/dsconfig list-local-db-vlv-indexes --backend-name userRoot
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To Create a New Local DB VLV Index

1. Use dsconfig with the create-local-db-vlv-index option and the --index-name, --backend-name, and --set index-
type:(propertyValue) options. If you do not set any property values, the default values are assigned.

$ bin/dsconfig create-local-db-vlv-index \

--index-name givenName --backend-name userRoot --set base-
dn:dc=example, dc=com \
--set scope:whole-subtree --set filter:" (objectclass=*)" \

--set sort-order:givenName

2. Rebuild the index using the rebuild-index tool. You must add the “vIv.” prefix to the index name to rebuild
the VLV index. The following command can be run with the server on or offline with the addition of the —-task
and connection options.

$ bin/rebuild-index --baseDN dc=example,dc=com --index vlv.givenName

To Modify a VLV Index’s Configuration

1. Use dsconfig with the set-local-db-vlv-index-prop option and the —-index-name and --backend-name
properties. In this example, update the base~-dn property.

$ bin/dsconfig set-local-db-vlv-index-prop --index-name givenName \
--backend-name userRoot --set base-dn:ou=People,dc=example,dc=com

2. Rebuild the index using the rebuild-index tool. You must add the prefix "vIv." to the index name. The
following command can be run with the server on or offline with the addition of the --task and connection
options.

$ bin/rebuild-index --baseDN dc=example,dc=com --index vlv.givenName

To Delete a VLV Index

You can delete a VLV index using the dsconfig tool. Check that the index is not being used in any plug-in
applications before deleting it.

1. Use dsconfig with the delete-local-db-vlv-index option to remove it from the database.

$ bin/dsconfig delete-local-db-vlv-index --index-name givenName \
—--backend-name userRoot

2. Verify the deletion by trying to view the vlv index.

$ bin/dsconfig get-local-db-vlv-index-prop --index-name givenName \
—--backend-name userRoot

Working with Filtered Indexes

The PingDirectory Server filtered index is useful when client search requests consisting of a compound &-filter with
individual components matching a large number of entries, potentially greater than the index entry limit, have an
intersection of a relatively small number of entries.

For example, assume a database contains several thousand company profiles and each company profile

is represented by many entries. The " (objectClass=company) " filter matches a small set of entries

per company, and therefore may exceed the index entry limit since there are many companies. Also

assume that the " (companyDomain=example.com)" filter matches many of the entries for the

company with domain example.com and can also result in an unindexed search. The more narrow filter

"(& (objectClass=company) (companyDomain=example.com) )" also results in an unindexed search but
only matches a small number of entries. The filtered index makes it possible to index this compound filter by defining
an equality index on the companyDomain attribute with a static filter of " (objectClass=company)" in the
equality-index-filter property of the index.
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Filtered indexing is primarily useful for cases in which clients frequently issue searches with AND filters that meet
the following criteria:

» The AND filter itself matches a relatively small number of entries, but each of the individual components may
match a very large number of entries.

» The filter has a dynamic component that does change, and that dynamic component always uses the same
attribute.

» The filter has a static component that doesn't change.

» The filter must be narrowed to a base DN, for data structures with many branches, or if indexed attribute values
appear in a very large number of entries.

The filtered index can be maintained independently from the equality filter for that attribute. Further, the filtered
index will be used only for searches containing the equality component with the associated attribute type ANDed
with this filter. When configuring a filtered index, be aware of the equality-index-filter andmaintain-
equality-index-without-£filter properties of the index.

Once configured and built with the rebuild-index tool or import-1dif, searches with filters based on the
above example will be processed with the index:

(objectClass=company) (companyDomain=example.com) )
(objectClass=company) (| (companyDomain=example.com)
mpanyDomain=example.orqg)))
companyDomain=example.com)
companyDomain=example.com) (& (objectClass=company) ) )
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(

(
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companyDomain=example.com) (& (objectClass=company) (something=else)))
& (objectClass=company) (companyDomain=example.com)) (& (objectClass=company)

(&
(&
(c
(&
(&
(&
(&
(1
(companyDomain=example.orqg)))

When configuring a filtered index, define the following properties:

Table 17: Filtered Index Properties

Filtered Index Properties Description

equality-index-filter Specifies a search filter that may be used in conjunction with an equality component
for the associated attribute type. If an equality index filter is defined, then an additional
equality index will be maintained for the associated attribute, but only for entries that
match the provided filter. Further, the index will be used only for searches containing
an equality component with the associated attribute type ANDed with this filter.

maintain-equality-index- Specifies whether to maintain a separate equality index for the associated attribute

without-filter without any filter, in addition to maintaining an index for each equality index filter that
is defined. If this is false, then the attribute will not be indexed for equality by itself
but only in conjunction with the defined equality index filters.

To Create a Filtered Index

1. Use the dsconfig tool to create a filtered index. The following command creates an equality
index on the companyDomain attribute and maintains an index for the equality filter defined
" (objectclass=company) ". After you have created the index, you must rebuild the indexes.

$ bin/dsconfig create-local-db-index --backend-name "userRoot" \
--index-name companyDomain --set maintain-equality-index-without-
filter:true \
--set index-type:equality --set equality-index-
filter:" (objectclass=company)"
2. Stop the Directory Server using bin/stop-server.

3. Run the rebuild-index tool.
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$ bin/rebuild-index --baseDN dc=example,dc=com --index companyDomain

4. Start the Directory Server using bin/start-server.

Tuning Indexes

The PingDirectory Server provides several tools to help you optimize your indexes and improve the overall read and
write performance for your system. The server now supports an optional expanded index database using an exploded
format to process high write load operations. To view the current state of the server's indexes and make adjustments
to the index databases, the Directory Server automatically generates an Index Summary Statistics Table after each
LDIF import or index rebuild. The dbtest tool also includes an Index Histogram to determine the key datasize for
the indexes. This section provides descriptions of each of these tools.

About the Exploded Index Format

The index-entry-1imit Backend configuration property specifies the maximum number of entries kept in

an index record, before the server stops maintaining that record, begins scanning the whole database, and runs an
expensive unindexed search. If any index keys have already reached this limit, indexes must be rebuilt before they can
be allowed to use a new limit. If index-entry-1imit is configured to be larger than 50000, then any keys that
match more than 50000 entries will be stored in a separate database in an expanded (or "exploded") format.

All keys whose entry count is less than 50000 continue to be stored in one database in a consolidated format, such
that changes to the key require rewriting all the entry IDs matching the key. All keys whose entry count is greater than
50000 and less than the index-entry-1imit are stored in a separate database in an exploded format, such that
changes to the key require writing only to the updated entry ID.

For example, as shown in the figure below, the equality index for the sn attribute is stored in consolidated format,
listing each entry ID for all entries that contain the sn=smi th attribute. If the index-entry-1imit is increased
to 100000, any key with an entry count less than 50000 continues to be stored in consolidated format. If a key has

an entry count greater than 50000, it will be stored in a separate database where each key is stored with its entry ID
individually. The consolidated format is very efficient for read operations because the server can retrieve a row of
entry IDs at once, while the exploded format is far more efficient for high volumes of write operations since it avoids
large on-disk growth.

Index value Eniry IDs
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r !
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Figure 2: Consolidated and Exploded Index Formats

Monitoring Index Entry Limits

Index keys that have reached their limit require indexes to be rebuilt before they can be allowed to use a new limit.
There are several ways to monitor index limits to avoid a potentially costly rebuild. There are cases in which it is
acceptable for index keys to exceed the index entry limit. For example, the objectClass attribute type should be
indexed for equality because the server needs to use it to find all group entries when bringing a backend online, and
also because applications frequently need to find entries of a specific type. However, it doesn't make sense for the
"top" objectClass key to be indexed, because it appears in every entry in the server.

Choose an index entry limit value that is high enough to ensure that all of the right keys are indexed, but keys that
occur too frequently are not. The verify-index tool --1istKeysNearestIndexEntryLimt argument lists
a specified number of keys that are closest to the limit without having exceeded it. The index entry limit should be
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larger than the number of entries matching the largest key to remain indexed, with enough overhead to account for
future growth. Use this command regularly to determine if the index entry limit needs to be adjusted.

The verify-index tool also provides the -—1istKeysExceedingIndexEntryLimit argument to list
all keys for which the value has exceeded the index entry limit and the number of entries in which they appear. If
there are keys for which the limit has already exceeded but that need to be maintained, adjust the index entry limit
to be higher than the number of entries that contain that key (with additional room for future growth) and run the
rebuild-index tool (or export to LDIF and re-import).

The server provides other ways to determine if index keys have exceeded, or are close to exceeding, the index entry
limit. Some of these include:

*  When performing an LDIF import, the tool includes an "Index Summary Statistics" section that provides usage
information for each index, including the number of keys for which the index entry limit has been exceeded, and
also the number of keys for which the number of matching entries falls within a number of predefined buckets
(such as 1-4 entries, 5-9 entries, 10-99 entries, and 100-999 entries).

+ If, during a search operation, the server accesses one or more index keys whose values have
exceeded the index entry limit, the access log message for that operation will include an
indexesWithKeysAccessedExceedingEntryLimit field containing a comma-delimited list of the
appropriate indexes. The same access log field may appear in log messages for add, delete, modify, and modify
DN operations in which the server wrote to, or tried to write to, at least one index key whose value exceeded the
index entry limit.

+ If, during a search operation, the server accesses one or more index keys whose values have not yet exceeded the
index entry limit but are more than 80 percent to reaching that limit, the access log message for that operation will
include an indexesWithKeysAccessedNearEntryLimit field containing a comma-delimited list of the
appropriate indexes. The same access log field may appear in log messages for add, delete, modify, and modify
DN operations in which the server wrote to at least one index key whose value was within 80 percent of the index
entry limit.

» If a search operation requests either includes the debugsearchindex attribute, or the matching entry count
request control with debugging enabled, the debug information will include any indexes accessed that have
exceeded the index entry limit, or that are within 80 percent of the configured index entry limit.

» The monitor entry for each configured index includes attributes that provide information about the number of
index keys that have been encountered (since the backend was brought online, or since the index entry limit was
changed) in a number of different categories. These monitor attributes include:

* ds-index-exceeded-entry-limit-count-since-db-open — The number of index keys for
which the number of matching entries has crossed the index entry limit due to a write operation.

* ds-index-unique-keys—-near-entry-limit-accessed-by-search-since-db-open
— The number of unique index keys that have been accessed by a search operation for which the number of
matching entries is within 80 percent of the index entry limit.

* ds-index-unique-keys-exceeding-entry-limit-accessed-by-search-since-db-
open — The number of unique index keys that have been accessed by a search operation for which the
number of matching entries has exceeded the index entry limit at some point since the index was last built.

* ds-index-unique-keys-near-entry-limit-accessed-by-write-since-db-open — The
number of unique index keys that have been accessed by a write operation for which the number of matching
entries is within 80 percent of the index entry limit.

* ds-index-unique-keys-exceeding-entry-limit-accessed-by-write-since-db-open
— The number of unique index keys that have been accessed by a write operation for which the number of
matching entries has exceeded the index entry limit at some point since the index was last built.

About the Index Summary Statistics Table

The Directory Server now automatically generates an Index Summary Statistics Table, which can be used to
determine the optimal configuration for your system's indexes. This table is only generated when the rebuild-
index tool is run in offline mode. The table is generated after any LDIF import or an index rebuild, and is written to
system out and to 1ogs/tools/rebuild-index-summary.txt. The table lists the current index entry limit
(set by the index-entry-1imit property on the local DB configuration), the number of keys whose entry count
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exceeds this limit if any, and the maximum entry count for any key in the index. The table then displays a histogram
of the number of keys whose entry falls within a range of values. An example of the Index Summary Statistics table is
show below for the sn.equality and the sn.substring indexes.

The following figure shows that there are seven substrings whose entry counts exceed the index-entry-1imit of
4000. Six of the substrings are in the 10000-99999 range with the maximum entry count being 13419. By deduction,
one more substring must be present in the 1000-9999 range that exceeds the index-entry-1imit of 4000. These
substrings could be expensive for search operations.

-=-- Index Summary Statistics ---

Index : Limit : >Limit : Max : 1-9 : 10-9% : 100-599 : 1000-9999 : 10000-99599
dc_example_dc_com_sn.equality ' 4000 ' ' 2 ' 100000 ' - ; '
dc_example_dc_com_sn.substring : 4000 : 7 : 13419 : 150814 : 7109 : 407 : 36 : 6

Figure 3: Example of an Index Summary Statistics Table

About the dbtest Index Status Table

The dbtest toolhasa 1ist-all --analyze option that generates the current status of all of the databases on
your system, including all index databases. The table shows the type, entry count (i.e., the number of records in the
dtabase), index status (TRUSTED to indicate that the indexes are up-to-date, or UNTRUSTED if the index needs
rebuilding), the total data size for each key, the average data size for each key and the maximum data size for each
key. Note also that any indexes that are in exploded format are listed on this table.

Index Hame Index Type JE Datebase Hams Index Status
idichildren Index dc_example dc com_idichildren TRUSTED
id2subtres Index de_exemple_dco_com_idisubtres TRUSTED
uid. equaliey Index de expmple de som wid.equaliey TREUSTED
acl.presence Index de example do com acl.presence TRUSTED
ds-soft-delete-timestamp.ordering Index de exemple dc com ds-scft-delete-timestemp.eordezing TRUSTED
ds-soft-delete-from-dn Egquality Indesx d.c:Exu:.]_: '_e:dc:n:chm::i.:-azft-:l.:"_er_e—frem-:i.:'.. equalicy TREOSTED
glveniame.egualicy Index de_example dc com givenNams.eguality TROSTED
giventame.subatring Index de exemple do com givenName.subatring TROUSTED
gbjectClass.equality Index de_example dc_com chbjectClasa.equality TRUSTED
member .. squality Indsx ri-::zxn:.]_: '_e:d-::n:chm:mzmbzr equality TRUSTED
unigqueMamber.equalicy Index de expmple de com uniqueMamhar.egualicy TEUSTED
Ch.equality Index dc_example dc_com cn.equality TRUSTED
cn.substring Index de_exemple_do_com_cn.substring TRUSTED
an.equality Index de example de com sn.equality TRUSTED
sn.substring Index de_example dc com an.subscring TRUSTED
telephoneNomber . equality Index de_exemple do com telephoneNumber.equality TRUSTED
meil.equality Index de_exemple_do_com_mail.sguality TRUSTED
de-enctry-unigue-id.equalicy Index de example dc com ds-encry-unigque-id.equalicy TRUOSTED

Figure 4: dbtest Output Including Index Databases

Configuring the Index Properties

By default, the index-entry-1imit is set to 4000, which means the server will stop maintaining index values for
keys that match more than 4000 entries. This can be changed with the dsconfig tool.

To Configure the Index Properties

Before running the following commands, be aware that you will need to do an index rebuild on the system, which
requires a system shutdown, unless the command is run as a task.

1. Rundsconfigand setthe index-entry-1imit to 5000. By default, the value is set to 4000. Remember
to include the bind parameters for your system. Once you enter the command, confirm that you want to apply the
changes.

$ bin/dsconfig set-backend-prop \
--backend-name userRoot \
--set index-entry-1limit:5000 \
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One or more configuration property changes require administrative action
or confirmation/notification. Those properties include:

* index-entry-limit: If any index keys have already reached this limit,
indexes must be rebuilt before they will be allowed to use the new limit.
Setting a large limit (greater than 10,000) could have a big impact on
write performance and database growth on disk.

Continue? Choose 'no' to return to the previous step (yes / no) [yes]: yes

2. Stop the server.

$ bin/stop-server
3. Rebuild the index.

$ bin/rebuild-index --baseDN dc=example,dc=com \
--index cn --index givenName --index objectClass \
--index sn --maxThreads 10

4. View the Index Summary Statistics table, which is automatically displayed to system out after running

the rebuild-index command. You can also access the table at 1ogs/tools/rebuild-index-
summary . txt. Repeat the last three steps to make more adjustments to your indexes.

--- Index Summary Statistics ---

Index : Limit : >Limit : Max ¢ 1-9 : 10-99 : 100-999 : 1000-99%9 : 10000-99999 : 100000-999999
de_example_dc_com_cn.equality ¢ 5000 11 £ 100001 ¢ t i :
dc_example_dc_com_cn.substring : 5000 : 9 : 15401 & 131746 : 22372 : 545 : 39 : 3
de_example_dc_com_givenName.egquality : 5000 : 16 : 3788 : 4817 :

dc_example_dc_com_givenName.substring : 5000 : 8 1 23809 : 7039 : 12062 : 483 1 42 3 H
dc_example_dc_com_cbjectClass.equality : 5000 4 : 100003 : 3 3 & 9 8 8 4
de_example_dc_com_sn.equality : 5000 E : 13419 H H : :
dc_example_dc_com_sn.substring : 5000 : 9 : 15401 : 33967 : 7055 : 459 1 39 : 3

The first three columns of numbers provide (1) "Limit"” - the index entry limit (or blank if there is no limit),
(2) "»>Limit" - the number of keys whose entry count exceeds the entry limit, and (3) "Max" - the

maximum entry count for any key in the index. The remaining columns provide the number of keys

whose entry count falls in the range indicated in the column heading

5. Restart the server.

$ bin/start-server



Chapter

11

Managing Entries

Topics:

Searching Entries

Working with the Matching Entry

Count Control

Adding Entries

Deleting Entries Using
Idapdelete
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The Directory Server is a fully LDAPv3-compliant server that comes with a
comprehensive set of LDAP command-line tools to search, add, modify, and
delete entries.

This chapter presents the following topics:
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Searching Entries

The Directory Server provides an 1dapsearch tool to search for entries or attributes within your server. The tool
requires the LDAP connection parameters needed to bind to the server, including the baseDN option to specify the
starting point of the search within the server, and the search scope. The searchScope option determines the depth of
the search:

base (search only the entry specified)
one (search only the children of the entry and not the entry itself)
sub (search the entry and its descendents)

The 1dapsearch tool provides basic functionality as specified by the RFC 2254 but provides additional features
that takes advantage of the Directory Server’s control mechanisms. For more information, run the 1dapsearch --
help function.

To Search the Root DSE

The Root DSE is a special entry that resides at the root of the directory information tree (DIT). The entry holds
operational information about the server and its supported controls. Specifically, the root DSE entry provides
information about the supported LDAPv3 controls, SASL mechanisms, password authentication schemes, supported
LDAP protocols, additional features, naming contexts, extended operations, and server information.

E Note: The Directory Server provides an option to retrieve the Root DSE’s operational attributes and add them

to the user attribute map of the generated entry. This feature allows client applications that have difficulty
handling operational attributes to access the root DSE using the show-all-attributes configuration
property. Once this property is set, the associated attribute types are re-created and re-registered as user
attributes in the schema (in memory, not on disk). Once you set the property, you can use 1dapsearch
without "+" to view the root DSE.

Use the dsconfig tool to set the show-all-attributes property to TRUE, as follows:

$ bin/dsconfig set-root-dse-backend-prop --set show-all-attributes:true

* Use ldapsearch to view the root DSE entry on the Directory Server. Be sure you include the "+" to display the
operational attributes in the entry.

$ bin/ldapsearch --baseDN "" --searchScope base " (objectclass=*)" "+"

To Search All Entries in the Directory Server

* Use ldapsearch to search all entries in the Directory Server. The filter " (objectclass=*) " matches all
entries. If the --searchScope option is not specified, the command defaults to a search scope of sub:

$ bin/ldapsearch --baseDN dc=example,dc=com \
—--searchScope sub " (objectclass=*)"

To Search for an Access Control Instruction

* Use ldapsearch to search the dc=example, dc=com base DN entry. The filter " (aci=*) " matches
all aci attributes under the base DN, and the aci attribute is specified so that only it is returned. The
cn=Directory Manager bind DN has the privileges to view an ACI.

$ bin/ldapsearch --baseDN dc=example,dc=com " (aci=*)" aci

dn: dc=example,dc=com
aci: (targetattr!="userPassword")
(version 3.0; acl "Allow anonymous read access for anyone";
allow (read,search,compare) userdn="ldap:///anyone";)
aci: (targetattr="*")
(version 3.0; acl "Allow users to update their own entries";
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allow (write) userdn="ldap:///self";)
aci: (targetattr="*")
(version 3.0; acl "Grant full access for the admin user";
allow (all) userdn="ldap:///uid=admin,dc=example,dc=com";)
To Search for the Schema

» Use ldapsearch to search the cn=schema entry. The base DN is specified as cn=schema, and the filter
" (objectclass=*) " matches all entries. The command uses a special attribute "+" to return all operational
attributes:

$ bin/ldapsearch --baseDN cn=schema \
—--searchScope base " (objectclass=*)" "+"

To Search for a Single Entry using Base Scope and Base DN

* Use ldapsearch to search for a single entry by specifying the base scope and DN:

$ bin/ldapsearch --baseDN uid=user.14,ou=People,dc=example,dc=com \
—--searchScope base " (objectclass=*)"

To Search for a Single Entry Using the Search Filter

» Search for a single entry by specifying the sub scope and a search filter that describes a single entry:

$ bin/ldapsearch --baseDN ou=People,dc=example,dc=com \
—--searchScope sub " (uid=user.14)"

To Search for All Immediate Children for Restricted Return Values

» Search for all immediate children of ou=People, dc=example, dc=com. The attributes returned are restricted
to sn and givenName. The special attribute "+" returns all operational attributes:

$ bin/ldapsearch --baseDN ou=People,dc=example,dc=com \
—--searchScope one ' (objectclass=*)' sn givenName "+"

To Search for All Children of an Entry in Sorted Order

» Search for all children of the ou=People, dc=example, dc=com subtree. The resulting entries are sorted by
the server in ascending order by sn and then in descending order by givenName:

$ bin/ldapsearch --baseDN ou=People,dc=example,dc=com \
—--searchScope sub --sortOrder sn,-givenName ' (objectclass=*)"

To Limit the Number of Returned Search Entries and Search Time

» Search for a subset of the entries in the ou=People, dc=example, dc=com subtree by specifying a
compound filter. No more than 200 entries will be returned and the server will spend no more than 5 seconds
processing the request. Returned attributes are restricted to a few operational attributes:

$ bin/ldapsearch —--baseDN ou=People,dc=example,dc=com \
--searchScope sub --sizelLimit 200 --timeLimit 5 \
" (& (sn<=Doe) (employeeNumber<=1000))" ds-entry-unique-id entryUUID

To Get Information about How Indexes are used in a Search Operation

The PingDirectory Server uses indexes to improve database search performance and provide consistent search rates
regardless of the number of database objects stored in the Directory Information Tree (DIT). Information about the
can be obtained about the server's use of indexes in the course of processing a search operation. The following are two
basic ways to accomplish this.
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Issue a search request with the desired base DN, scope, and filter, and request that the server return the special
debugsearchindex attribute. Users will need to be granted access to the debugsearchindex operational
attribute and the cn=debugsearch portion of the DIT with the following command:

$ bin/dsconfig set-access-control-handler-prop \
--add "global-aci: (targetattr=\"debugsearchindex\") (target=\"1dap:///
cn=debugsearch\")
(version 3.0; acl \"Allow members of the Index Debugging Users group
to request the debugsearchindex operational attribute \"; allow
(read, search, compare) groupdn=\"ldap:///cn=Index Debugging
Users, ou=Groups, dc=example, dc=com\";)"

To issue a search request for the server return the special debugsearchindex attribute, use the 1dapsearch
command such as:

$ bin/ldapsearch --hostname ds.example.com \
—-—-port 389 --bindDN uid=admin,dc=example,dc=com \
--bindPassword password \

--baseDN dc=example,dc=com \

—--searchScope sub " (& (givenName=John) (sn=Doe) )" debugsearchindex
dn: cn=debugsearch
debugsearchindex: 0.040 ms - Beginning index processing for search

request with base DN 'dc=example,dc=com', scope wholeSubtree,
and filter (& (givenName=John) (sn=Doe)) .
debugsearchindex: 0.067 ms - Unable to optimize the AND filter
beyond what the client already provided.
debugsearchindex: 0.834 ms - Candidate set obtained for single-key
filter (givenName=John) from index dc_example dc com givenName.equality.
Candidate set: CandidateSet (isDefined=true, isExploded=false,
isResolved=true, size=2, originalFilter=(givenName=John),
remainingFilter=null, matchingEntryCountType=UNEXAMINED COUNT)
debugsearchindex: 0.030 ms - Final candidate set for filter (givenName=John)
obtained from an unexploded index key in
dc_example dc_com givenName.equality.
Since the scope of the search includes the entire entry container, there
is
no need to attempt to further pare down the results based on the search
scope.
Candidate set: CandidateSet (isDefined=true, isExploded=false,
isResolved=true,
size=2, originalFilter=(givenName=John), remainingFilter=null,
matchingEntryCountType=UNEXAMINED COUNT)
debugsearchindex: 0.020 ms - Short-circuiting index processing for AND filter
(& (givenName=John) (sn=Doe)) after evaluating single-key component
(givenName=John) because the current ID set size of 2 is within the
short-circuit threshold of 5.
debugsearchindex: 0.030 ms - Obtained a candidate set of size 2 for AND
filter
(& (givenName=John) (sn=Doe)) with remaining filter (sn=Doe). Even though
there is still more of the filter to evaluate, the current candidate set
is
within the short-circuit threshold of 5, so no additional index
processing will
be performed to try to pare down the results based on the remaining
filter or the
search scope. Candidate set: CandidateSet (isDefined=true,
isExploded=false,
isResolved=true, size=2, originalFilter= (& (givenName=John) (sn=Doe)),
remainingFilter=(sn=Doe), matchingEntryCountType=UPPER BOUND)
debugsearchindex: 0.016 ms - Completed all index processing. Candidate set:
CandidateSet (isDefined=true, isExploded=false, isResolved=true, size=2,
originalFilter= (& (givenName=John) (sn=Doe)), remainingFilter=(sn=Doe),
matchingEntryCountType=UPPER BOUND)
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The second way would be to issue a search request with the desired base DN, scope, and filter, and include the
matching entry count request control with the debug option set to t rue. To do this with 1dapsearch, use a
command such as:

$ bin/ldapsearch --hostname ds.example.com --port 389 \

--bindDN uid=admin, dc=example,dc=com --bindPassword password \

--baseDN dc=example,dc=com \

—--searchScope sub --matchingEntryCountControl examineCount=0:debug

" (& (givenName=John) (sn=Doe) )"

Upper Bound on Matching Entry Count: 2

Matching Entry Count Debug Messages:

* naw-desktop:1389 - 0.104 ms - Beginning index processing for search request

with
base DN 'dc=example,dc=com', scope wholeSubtree, and filter

(& (givenName=John) (sn=Doe)) .

* naw-desktop:1389 - 0.105 ms - Unable to optimize the AND filter beyond what

the client already provided.

* naw-desktop:1389 - 0.614 ms - Candidate set obtained for single-key filter

(givenName=John) from index
dc_example dc_com givenName.equality. Candidate set:

CandidateSet (isDefined=true, isExploded=false, isResolved=true,
size=2, originalFilter=(givenName=John), remainingFilter=null,
matchingEntryCountType=UNEXAMINED COUNT)

* naw-desktop:1389 - 0.090 ms - Final candidate set for filter
(givenName=John) obtained from an unexploded index key in
dc_example dc_com givenName.equality. Since the scope of the search
includes the entire entry container, there is no need
to attempt to further pare down the results based on the search scope.
Candidate set: CandidateSet (isDefined=true, isExploded=false,

isResolved=true,
size=2, originalFilter=(givenName=John), remainingFilter=null,

matchingEntryCountType=UNEXAMINED COUNT)

* naw-desktop:1389 - 0.045 ms - Short-circuiting index processing for AND

filter
(& (givenName=John) (sn=Doe)) after evaluating single-key component
(givenName=John) because the current ID set size of 2 is within the short-

circuit threshold of 5.
* naw-desktop:1389 - 0.111 ms - Obtained a candidate set of size 2 for AND
filter
(& (givenName=John) (sn=Doe)) with remaining filter (sn=Doe). Even though
there is

still more of the filter to evaluate, the current candidate set is within

the short-circuit threshold of 5, so no additional index processing will
be performed

to try to pare down the results based on the remaining filter or the
search scope.

Candidate set: CandidateSet (isDefined=true, isExploded=false,
isResolved=true, size=2,

originalFilter= (& (givenName=John) (sn=Doe)), remainingFilter=(sn=Doe),

matchingEntryCountType=UPPER BOUND)

* naw-desktop:1389 - 0.040 ms - Completed all index processing. Candidate

set:

CandidateSet (isDefined=true, isExploded=false, isResolved=true, size=2,
originalFilter= (& (givenName=John) (sn=Doe)), remainingFilter=(sn=Doe),
matchingEntryCountType=UPPER BOUND)

* naw-desktop:1389 - The search is partially indexed

(candidatesAreInScope=true,
unindexedFilterPortion=(sn=Doe) )

* naw-desktop:1389 - Constructing an UPPER BOUND response with a count of 2
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Working with the Matching Entry Count Control

The 1dapsearch command can be used with the -—matchingEntryCountControl option to determine
the count of entries that match a search filter. Users will need to be granted access to this control by its OID
1.3.6.1.4.1.30221.2.5. 36 with the following command:

$ bin/dsconfig set-access-control-handler-prop \

--add "global-aci: (targetcontrol=\"1.3.6.1.4.1.30221.2.5.36\")
(version 3.0; acl \"Allow members of the Index Debugging Users group to
use the matching entry count request control \"; allow (read)
groupdn=\"1ldap:///cn=Index Debugging Users, ou=Groups,dc=example,dc=com\";)"

An examineCount control can be used for searches that are at least partially indexed, in order to determine whether
to return an examined count, an unexamined count, or an upper bound count. The factors that determine what is
returned are:

* A search is fully indexed if indexes can be used to identify the entry IDs for all entries that match the filter without
ambiguity. Indexes can also be used to make sure that all of those candidates are within the scope of the search.

* A search is partially indexed if indexes can be used to identify the entry IDs for all entries that match the search
criteria, but the candidate list may potentially also include entries that either don't match the filter or are outside
the scope of the search.

» A search is unindexed if it is not possible to retrieve a candidate list based on either the filter or the search scope.

* Anunexamined count is a count of the exact number of entries that match the search criteria, only through the use
of index processing.

* An examined count is the same as an unexamined count, except that all of the candidate entries are examined
to determine whether they would have been returned to the client. An examined count may be less than an
unexamined count if the set of matching entries includes those that would be removed by access control
evaluation, or special entries like LDAP sub-entries, replication conflict entries, or soft-deleted entries.

* Anupper bound count is the maximum number of entries that match the criteria, but indicates that the server could
not determine exactly how many matching entries there were without examining each candidate, which it did not
do.

» Ifasearch is fully indexed, the result is an examined count or an unexamined count. If alwaysExamine is true
and examineCount is greater than or equal to the number of candidates, the result is an examined count. If
alwaysExamine is false, or if the number of candidates exceeds examineCount, the result is an unexamined
count.

» Ifasearch is partially indexed, the result is either an examined count or an upper bound count. The
alwaysExamine flag isn't relevant in this case. If examineCount is greater than or equal to the number of
candidates, the result is an examined count. If not, the result is an upper bound count.

» Ifasearch is unindexed, the result is either an examined count or an unknown count. If allowUnindexed
is true, the unindexed search is processed, which can be very expensive. Instead of getting the matching
entries back, the examined count is returned. If allowUnindexed is false, an unknown count is returned. If
allowUnindexed is true, the requester needs to have the unindexed-search privilege to get the exact
count.

The following is a sample 1dapsearch with the --matchingEntryCountControl option:

$./ldapsearch \
--bindDN "cn=directory manager" \
--bindPassword password \
--baseDN dc=example,dc=com \
—--matchingEntryCountControl
examineCount=100:alwaysExamine:allowUnindexed:debug \
" (objectclass=*)"
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Adding Entries

Depending on the number of entries that you want to add to your Directory Server, you can use the 1dapmodify
tool for small additions. The 1dapmodify tool provides two methods for adding a single entry: using a LDIF file or
from the command line. The attributes must conform to your schema and contain the required object classes.

Adding requests with the ignore-no-user-modification control enable a client to include attributes that
are not normally allowed from external sources. For example, the userPassword attribute is a user-modifiable
attribute. An add request with the ignore-no-user-modification control allows a one-time exception to
the password policy, even if the requesting client does not have the bypass-pw-policy privilege. This exception
enables specifying pre-encoded passwords.

Note: When adding an entry, the server can ensure that the entry's RDN is unique and does not contain any
sensitive information by replacing the provided entry's RDN with the server-generated entryUUID value. An
LDAP client written with the LDAP SDK for Java can use the NameWithEntryUUIDRequestControl
to explicitly indicate which add requests should be named in this way, or the 1dapmodi fy tool with the
—-—nameWithEntryUUID argument. Also, the auto-name-with-entry-uuid-connection-
criteriaand auto-name-with-entry-uuid-request-criteria global configuration
properties can be used to identify which add requests should be automatically named this way.

L=F

The uniqueness request control can also be used with 1dapmodi fy for enforcing uniqueness on a per-
request basis. Provide at least one of the uniquenessAttribute or uniquenessFilter arguments
with the request. For more information about this control, see the LDAP SDK documentation and the
com.unboundid. ldap.sdk.unboundidds.controls.UniquenessResponseControl class
for using the control.

To Add an Entry Using an LDIF File

1. Open a text editor and create an entry that conforms with your schema. For example, add the following entry in
the file and save the file as add-user.1dif. For the userPassword attribute, enter the cleartext password.
The Directory Server encrypts the password and stores its encrypted value in the server. Make sure that the LDIF
file has limited read permissions for only authorized administrators.

dn: uid=user.2000, ou=People,dc=example, dc=com

objectClass: top

objectClass: person

objectClass: organizationalPerson

objectClass: inetOrgPerson

postalAddress: Toby Hall$73600 Mash Street$Cincinnati, OH 50563 postalCode:
50563

description: This is the description for Toby Hall.

uid: user.2000

userPassword: wordsmith employeeNumber: 2000
initials: TBH

givenName: Toby

pager: +1 596 232 3321

mobile: +1 039 311 9878

cn: Toby Hall

sn: Hall

telephoneNumber: +1 097 678 9688

street: 73600 Mash Street

homePhone: +1 214 233 8484

1l: Cincinnati

mail: user.2000@maildomain.net

st: OH

2. Use the 1dapmodi fy tool to add the entry specified in the LDIF file. You will see a confirmation message of the
addition. If the command is successful, you will see generated success messages with the "#" symbol.

$ bin/ldapmodify --defaultAdd --filename add-user.ldif
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# Processing ADD request for uid=user.2000, ou=People,dc=example,dc=com
# ADD operation successful for DN uid=user.2000, ou=People,dc=example,dc=com

To Add an Entry Using the Changetype LDIF Directive

RFC 2849 specifies LDIF directives that can be used within your LDIF files. The most commonly used directive is
changetype, which follows the dn : directive and defines the operation on the entry. The main advantage of using
this method in an LDIF file is that you can combine adds and modifies in one file.

1. Open a text editor and create an entry that conforms with your schema. For example, add the following entry in
the file and save the file as add-user?2.1dif. Note the use of the changetype directive in the second line.

dn: uid=user.2001, ou=People,dc=example, dc=com
changetype: add

objectClass: top

objectClass: person

objectClass: organizationalPerson
objectClass: inetOrgPerson

postalAddress: Seely Dorm$100 Apple Street$SCincinnati, OH 50563
postalCode: 50563

description: This is the description for Seely Dorm.
uid: user.2001

userPassword: pleasantry

employeeNumber: 2001

initials: SPD

givenName: Seely pager: +1 596 665 3344
mobile: +1 039 686 4949

cn: Seely Dorm

sn: Dorm

telephoneNumber: +1 097 257 7542

street: 100 Apple Street

homePhone: +1 214 521 4883

1l: Cincinnati

mail: user.200l@maildomain.net

st: OH

2. Use the 1dapmodify tool to add the entry specified in the LDIF file. You will see a confirmation message of the
addition. In this example, you do not need to use the --defaultAdd or its shortform -a option with the command.

$ bin/ldapmodify --filename add-user2.1dif

To Add Multiple Entries in a Single File

You can have multiple entries in your LDIF file by simply separating each DN and its entry with a blank line from the
next entry.

1. Open a text editor and create a couple of entries that conform to your schema. For example, add the following
entries in the file and save the file as add-user3.1dif. Separate each entry with a blank line.

dn: uid=user.2003, ou=People,dc=example, dc=com
objectClass: top
objectClass: person
objectClass:
organizationalPerson
objectClass: inetOrgPerson
. (similar attributes to previous examples) ...

dn: uid=user.2004, ou=People,dc=example, dc=com
objectClass: top

objectClass: person

objectClass: organizationalPerson
objectClass: inetOrgPerson
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. (similar attributes to previous examples)...

2. Use the 1dapmodify tool to add the entries specified in the LDIF file. In this example, we use the short form

arguments for the 1dapmodi fy tool.

The -h option specifies the host name, the -p option specifies the LDAP listener port, -D specifies the bind DN, -w
specifies the bind DN password, -a specifies that entries that omit a changetype will be treated as add operations,
and -f specifies the path to the input file. If the operation is successful, you will see commented messages (those
begining with "#") for each addition.

$ bin/ldapmodify -h server.example.com -p 389 \
-D "cn=admin, dc=example,dc=com" -w password -a -f add-user3.ldif

Processing ADD request for uid=user.2003,ou=People,dc=example, dc=com
ADD operation successful for DN uid=user.2003, ou=People,dc=example,dc=com
Processing ADD request for uid=user.2004, ou=People,dc=example, dc=com
ADD operation successful for DN uid=user.2004,ou=People,dc=example,dc=com

Bl i o

Deleting Entries Using ldapdelete

You can delete an entry using the 1dapdelete tool. You should ensure that there are no child entries below the
entry as that could create an orphaned entry. Also, make sure that you have properly backed up your system prior to
removing any entries.

To Delete an Entry Using ldapdelete

Use 1dapdelete to delete an entry. The following example deletes the uid=user. 14 entry.

$ bin/ldapdelete uid=user.14,ou=People,dc=example, dc=com

To Delete Multiple Entries Using an LDIF File

1. You can generate a file of DNs that you would like to delete from the Directory Server.

The following command searches for all entries in the ou=Accounting branch and returns the DNs of the
subentries.

$ bin/dump-dns -D "cn=admin,dc=example,dc=com" -w password —--baseDN \
"ou=Accounting, ou=People, dc=example, dc=com" --
outputFile /usr/local/entry dns.txt

Run the 1dapdelete command with the file to delete the entries. The command uses the --continueError option,
which will continue deleting through the whole list even if an error is encountered for a DN entry.

$ bin/ldapdelete --filename /usr/local/entry dns.txt --continueError

Deleting Entries Using ldapmodify

You can use the LDIF changetype directive to delete an entry from the Directory Server using the 1dapmodify tool.
You can only delete leaf entries.

To Delete an Entry Using Idapmodify

From the command line, use the 1dapmodi fy tool with the changetype:delete directive. Enter the DN, press
Enter to go to the next line, then enter the changetype directive. Press Control-D twice to enter the EOF sequence
(UNIX) or Control-Z (Windows).

$ bin/ldapmodify —--hostname serverl.example.com -port 389 —--bindDN
"uid=admin,dc=example,dc=com" --bindPassword password
dn:uid=user.1l4, ou=People,dc=example,dc=com
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changetype: delete

Modifying Entries Using Idapmodify

You can use the 1dapmodi £y tool to modify entries from the command line or by using an LDIF file that has the

changetype :modi fy directive and value. If you have more than one change, you can separate them using the -
(dash) symbol.

To Modify an Attribute from the Command Line

1. Use the 1dapsearch tool to locate a specific entry.

$ bin/ldapsearch -h server.example.com -p 389 -D
"cn=admin, dc=example, dc=com" \
-w password -b dc=example,dc=com " (uid=user.2004)"
2. Use the 1dapmodi fy command to change attributes from the command line. Specify the modification using the
changetype :modi fy directive, and then specify which attributes are to be changed using the replace directive.
In this example, we change the telephone number of a specific user entry. When you are done typing, you can
press CTRL-D (Unix EOF escape sequence) twice or CTRL-Z (Windows) to process the request.

$ bin/ldapmodify -h server.example.com -p 389 -D
"cn=admin, dc=example, dc=com" \
-w password
dn: uid=user.2004, ou=People,dc=example, dc=com
changetype: modify
replace: telephoneNumber
telephoneNumber: +1 097 453 8232

To Modify Multiple Attributes in an Entry from the Command Line

1. Use the 1dapsearch tool to locate a specific entry.

$ bin/ldapsearch -h server.example.com -p 389 -D
"cn=admin, dc=example, dc=com" \
-w password -b dc=example,dc=com " (uid=user.2004)"

2. Use the 1dapmodi fy command to change attributes from the command line. Specify the modification using the

changetype :modi fy directive, and then specify which attributes are to be changes using the add and replace
directive.

In this example, we add the postOf ficeBox attribute, change the mobile and telephone numbers of a specific
user entry. The postOfficeBox attribute must be present in your schema to allow the addition. The three
changes are separated by a dash ("-"). When you are done typing, you can press CTRL-D (Unix EOF escape
sequence) twice or CTRL-Z (Windows) to process the request.

$ bin/ldapmodify -h server.example.com -p 389 -D
"cn=admin, dc=example,dc=com" -w password

dn: uid=user.2004, ou=People,dc=example, dc=com

changetype: modify

add: postOfficeBox

postOfficeBox: 111

replace: mobile

mobile: +1 039 831 3737

replace: telephoneNumber
telephoneNumber: +1 097 453 8232
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To Add an Attribute from the Command Line

» Use the 1dapmodify command from the command line. Specify the modification using the
changetype :modi fy directive, and then specify which attributes are to be added using the add directive. In
this example, we add another value for the cn attribute, which is multi-valued. When you are done typing, you
can press CTRL-D (UNIX EOF escape sequence) twice to process the request.

$ bin/ldapmodify -h server.example.com -p 389 -D
"cn=admin, dc=example, dc=com" \
-w password
dn: uid=user.2004, ou=People,dc=example,dc=com
changetype: modify
add: cn
cn: Sally Tea Tree

An error could occur if the attribute is single-valued, if the value already exists, if the value does not meet the
proper syntax, or if the value does not meet the entry’s objectclass requirements. Also, make sure there are no
trailing spaces after the attribute value.

To Add an Attribute Using the Language Subtype

The Directory Server provides support for attributes using language subtypes. The operation must specifically match
the subtype for successful operation. Any non-ASCII characters must be in UTF-8 format.

The Directory Server provides support for attributes using language subtypes. The operation must specifically
match the subtype for successful operation. Any non-ASCII characters must be in UTF-8 format.

$ bin/ldapmodify -h server.example.com -p 389 -w password
dn: uid=user.2004, ou=People,dc=example,dc=com

changetype: modify

add: postalAddress; lang-ko

postalAddress; lang-ko:Byung-soon Kim$2020-14 Seoul

To Add an Attribute Using the Binary Subtype

The Directory Server provides support for attributes using binary subtypes, which are typically used for certificates
or JPEG images that could be stored in an entry. The operation must specifically match the subtype for successful
operation. The version directive with a value of "1" must be used for binary subtypes. Typical binary attribute types
are userCertificate and jpegPhoto

* Use the 1dapmodify command to add an attribute with a binary subtype. The attribute points to the file path of
the certificate.

$ bin/ldapmodify -h server.example.com -p 389 -D
"cn=admin, dc=example, dc=com" \
-w password
version: 1
dn: uid=user.2004, ou=People,dc=example, dc=com
changetype: modify
add: userCertificate;binary
userCertificate;binary:<file:///path/to/cert

To Delete an Attribute

Use 1dapmodify with the LDIF delete directive to delete an attribute.

$ bin/ldapmodify -h server.example.com -p 389 -D
"cn=admin, dc=example, dc=com" \
-w password
dn: uid=user.2004, ou=People,dc=example, dc=com
changetype: modify
delete: employeeNumber
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To Delete One Value from an Attribute with Multiple Values

You can use the LDIF delete directive to delete a specific attribute value from an attribute. For this example, assuming
you have multiple values of cn in an entry (e.g., cn: Sally Tree,cn: Sally Tea Tree).

» Use ldapmodify to delete a specific attribute of a multi-valued pair, then specify the attribute pair that you want
to delete. In this example, we keep cn:Sally Tree and delete the cn: Sally Tea Tree.

$ bin/ldapmodify -h server.example.com -p 389 -D
"cn=admin, dc=example, dc=com" \
-w password
dn: uid=user.2004, ou=People,dc=example,dc=com
changetype: modify
delete: cn
cn: Sally Tea Tree

To Rename an Entry

Renaming an entry involves changing the relative distinguished name (RDN) of an entry. You cannot rename a RDN
if it has children entries as this violates the LDAP protocol.

* Use the 1dapmodify tool to rename an entry. The following command changes uid=user.14 to
uid=user.2014 and uses the changetype, newrdn, and deleteoldrdn directives.

$ bin/ldapmodify

dn: uid=user.14,ou=People,dc=example, dc=com
changetype:moddn

newrdn: uid=user.2014

deleteoldrdn: 1

To Move an Entry Within a Directory Server

You can use 1dapmodi fy to move an entry from one base DN to another base DN. Before running the
ldapmodify command, you must assign access control instructions (ACIs) on the parent entries. The source parent
entry must have an ACI that allows export operations: allow (export) . The target parent entry must have an ACI
that allows import operations: allow (import). For more information on access control instructions, see Working
with Access Control.

* Use the 1dapmodify command to move an entry from the Contractor branch to the ou=People branch.

$ bin/ldapmodify

dn: uid=user.l4,ou=contractors,dc=example,dc=com
changetype :moddn

newrdn: uid=user.2014

deleteoldrdn: 0

newsuperior: ou=People,dc=example, dc=com

To Move an Entry from One Machine to Another

The Directory Server provides a tool, nove-subtree, to move a subtree or one entry on one machine to another.
The subtree or entry must exist on the source server and must not be present on the target server. The source server
must also support the 'real attributes only' request control. The target server must support the Ignore NO-USER-
MODIFICATION request control.

E Note: The move-subtree tool moves a subtree or multiple entries from one machine to another. The tool
does not copy the entries. Once the entries are moved, they are no longer present on the source server.

* Use the move-subtree tool to move an entry (e.g.,
uid=test.user,ou=People,dc=example, dc=com) from the source host to the target host.

$ bin/move-subtree —--sourceHost source.example.com —--sourcePort 389 \
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—--sourceBindDN "uid=admin, dc=example,dc=com" --sourceBindPassword password
\

--targetHost target.example.com —--targetPort 389 \

--targetBindDN "uid=admin,dc=example,dc=com" --targetBindPassword password
\

-—entryDN uid=test.user,ou=People, dc=example,dc=com

To Move Multiple Entries from One Machine to Another

The move-subtree tool provides the ability to move multiple entries listed in a DN file from one machine to
another. Empty lines and lines beginning with the octothorpe character (#) will be ignored. Entry DNs may optionally
be prefixed with dn: , but long DNs cannot be wrapped across multiple lines.

1. Open a text file, enter a list of DNs, one DN per line, and then save the file. You can also use the 1dapsearch
command with the special character "1.1" to create a file containing a list of DNs that you want to move. The
following example searches for all entries that match (department=Engineering) and returns only the DNs
that match the criteria. The results are re-directed to an output file, test-dns.1dif:

$ bin/ldapsearch --baseDN dc=example,dc=com \
—--searchScope sub " (department=Engineering)" "1.1" > test-dns.ldif

2. Run the move-subtree tool with the --entryDNFile option to specify the file of DNs that will be moved from
one machine to another.

$ bin/move-subtree --sourceHost source.example.com —--sourcePort 389 \

—--sourceBindDN "uid=admin, dc=example,dc=com" --sourceBindPassword password
\

--targetHost target.example.com —--targetPort 389 \

--targetBindDN "uid=admin,dc=example,dc=com" --targetBindPassword password
\

-—entryDNFile /path/to/file/test-dns.ldif

3. Ifan error occurs with one of the DN in the file, the output message shows the error. The move-subtree tool
will continuing processing the remaining DNs in the file.

An error occurred while communicating with the target server: The entry

uid=user.2,ou=People,dc=example,dc=com cannot be added because an entry with
that name

already exists

Entry uid=user.3, ou=People,dc=example,dc=com was successfully moved from
source.example.com:389 to target.example.com:389

Entry uid=user.4,ou=People,dc=example,dc=com was successfully moved from
source.example.com:389 to target.example.com:389

Working with the Parallel-Update Tool

The PingDirectory Server provides a parallel-update tool, which reads change information (add, delete,
modify, and modify DN) from an LDIF file and applies the changes in parallel. This tool is a multi-threaded version
of the 1dapmodi fy tool that is designed to process a large number of changes as quickly as possible.

The parallel-update tool provides logic to prevent conflicts resulting from concurrent operations targeting

the same entry or concurrent operations involving hierarchically-dependent entries (for example, modifying an entry
after it has been added, or adding a child after its parent). The tool also has a retry capability that can help ensure that
operations are ultimately successful even when interdependent operations are not present in the correct order in the
LDIF file (for example, the change to add a parent entry is provided later in the LDIF file than a change to add a child
entry).

After the tool has applied the changes and reaches the end of the LDIF file, it automatically displays the update
statistics described in the following table
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Table 18: Parallel-Update Tool Result Statistics

Processing Statistic Description

Attempts Number of update attempts

Successes Number of successful update attempts

Rejects Number of rejected updates

ToRetry Number of updates that will be retried

AvgOps/S Average operations per second

RetOps/S Recent operations per second. Total number of operations from the last interval of change
updates.

AvgDurMS Average duration in milliseconds

RetDurMS Recent duration in milliseconds. Total duration from the last interval of change updates.

To Run the Parallel-Update Tool

1. Create an LDIF file with your changes. The third change will generate a rejected entry because its
userPassword attribute contains an encoded value, which is not allowed.

dn:uid=user.2,ou=People, dc=example,dc=com
changetype: delete

dn:uid=user.99, ou=People, dc=example, dc=com
changetype: moddn

newrdn: uid=user.100

deleteoldrdn: 1

dn:uid=user.101, ou=People, dc=example, dc=com

changetype: add

objectClass: person

objectClass: inetOrgPerson

objectClass: organizationalPerson

objectClass: top

postalAddress: Ziggy Zad$15172 Monroe Street$Salt Lake City, MI 49843
postalCode: 49843

description: This is the description for Ziggy Zad.

uid: user.101

userPassword: {SSHA}IKS571iPozIQybmIJMMdRQOpIRuUdIDn2RcEF6bDMg==

dn:uid=user.100, ou=People, dc=example, dc=com
changetype: modify

replace: st

st: TX

replace: employeeNumber
employeeNumber: 100

2. Use parallel-update to apply the changes in the LDIF file to a target server. In this example, we use ten
concurrent threads. The optimal number of threads depends on your underlying system. The --1difFile and --
rejectFile options are also required.

$ bin/parallel-update --hostname 127.0.0.1 \
--1difFile changes.ldif --rejectFile reject.ldif --numThreads 10

Reached the end of the LDIF file
Attempts Successes Rejects ToRetry AvgOps/S RctOps/S AvgDurMS RctDurMS
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4 3 1 0 3 3 26 26
All processing complete Attempted 4 operations in 1 seconds

3. View the rejects file for any failed updates.

# ResultCode=53, Diagnostic Message=Pre-encoded passwords are not allowed
for

# the password attribute userPassword

dn: uid=user.101, ou=People,dc=example, dc=com

changetype: add

objectClass: person

objectClass: inetOrgPerson

objectClass: organizationalPerson

objectClass: top

postalAddress: Ziggy Zad$15172 Monroe Street$Salt Lake City, MI 49843

postalCode: 49843

description: This is the description for Ziggy Zad.

uid: user.101

userPassword: {SSHA}IKS571iPozIQybmIJMMdRQOpIRuUdIDn2RcEF6bDMg==

Working with the Watch-Entry Tool

The PingDirectory Server provides a watch-entry tool, which demonstrates replication or synchronization latency
by watching an LDAP entry for changes. If the entry changes, the background of modified attributes will temporarily
be red. Attributes can also be directly modified with this tool as well.

To Run the Watch-Entry Tool

» Perform the following to connect to server.example.comas uid=admin, dc=example, dc=com and
watch entry uid=kate, ou=people, dc=example, dc=com for changes:

$ bin/watch-entry —--hostname server.example.com --port 389 \
--bindDN uid=admin,dc=example,dc=com --bindPassword password \
-—entryDN uid=user, ou=people,dc=example, dc=com

Working with LDAP Transactions

The PingDirectory Server provides support for batched transactions, which are processed all at once at commit
time. Applications developed to perform batched transactions should include as few operations in the transaction as
possible. The changes are not actually processed until the commit request is received. Therefore, the client cannot
know whether the changes will be successful until commit time. If any of the operations fail, then the entire set of
operations fails.

Batched transactions are write operations (add, delete, modify, modify DN, and password modify) that are processed
as a single atomic unit when the commit request is received. If an abort request is received or an error occurs during
the commit request, the changes are rolled back. The batched transaction mechanism supports the standard LDAP
transaction implementation based on RFC 5805. It is not currently possible to process a transaction that requires
changes to be processed across multiple servers or multiple Directory Server backends.

Directory servers may limit the set of controls that are available for use in requests that are part of a transaction. RFC
5805 section 4 indicates that the following controls may be used in conjunction with the transaction specification
request control: assertion request control, manageDsalT request control, pre-read request control, and post-read
request control. The proxied authorization v1 and v2 controls cannot be included in requests that are part of a
transaction, but they can be included in the start transaction request to indicate that all operations within the
transaction should be processed with the specified authorization identity.

The PingDirectory Server supports the following additional controls in conjunction with operations included in a
transaction: account usable request control, hard delete request control, intermediate client request control, password
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policy request control, replication repair request control, soft delete request control, soft deleted entry access request
control, subtree delete request control, and undelete request control.

To Request a Batched Transaction Using ldapmodify

1. Use the 1dapmodify tool’s --useTransaction option. It provides a mechanism for processing multiple operations
as part of a single batched transaction. Create a batch text file with the changes that you want to apply as a single
atomic unit:

dn:uid=user.3,ou=People, dc=example,dc=com
changetype: delete
dn:uid=user.1l,ou=People, dc=example,dc=com
changetype: modify

replace: pager

pager: +1 383 288 1090

2. Use 1ldapmodi fy with the --useTransaction and --filename options to run the batched transaction.
$ bin/ldapmodify --useTransaction --filename test.ldif

#Successfully created a transaction with transaction ID 400

#Processing DELETE request for uid=user.3,ou=People,dc=example, dc=com
#DELETE operation successful for DN uid=user.3,ou=People,dc=example,dc=com
#This operation will be processed as part of transaction 400

#Processing MODIFY request for uid=user.l,ou=People,dc=example, dc=com
#MODIFY operation successful for DN uid=user.l,ou=People,dc=example,dc=com
#This operation will be processed as part of transaction 400

#Successfully committed transaction 400



Chapter

12

Working with Virtual Attributes

Topics:

Overview of Virtual Attributes
Viewing Virtual Attribute
Properties

Enabling a Virtual Attribute

Creating User-Defined Virtual
Attributes

Creating Mirror Virtual Attributes
Editing a Virtual Attribute
Deleting a Virtual Attribute

The PingDirectory Server provides mechanisms to support virtual attributes
in an entry. Virtual attributes are abstract, dynamically generated attributes
that are invoked through an LDAP operation, such as 1dapsearch, but are
not stored in the Directory Server backend. While most virtual attributes are
operational attributes, providing processing-related information that the server
requires, the virtual attribute subsystem allows you to create user-defined
virtual attributes to suit your directory server requirements.

This chapter presents the following topics:
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Overview of Virtual Attributes

The PingDirectory Server allows its entries to hold virtual attributes. Virtual attributes are dynamically generated
attributes that are invoked through an LDAP operation, such as 1dapsearch, but are not stored in the Directory
Server backend. Most virtual attributes are operational attributes, providing processing-related information that the
server requires. However, the virtual attribute subsystem allows you to create user-defined virtual attributes to suit
your requirements.

Viewing the List of Default Virtual Attributes

The Directory Server has a default set of virtual attributes that can be viewed using the dsconfig tool. Some virtual
attributes are enabled by default and are useful for most applications. You can easily enable or disable each virtual
attribute using the dsconfig tool.

The default set of virtual attributes are described in the table below. You can enable or disable these attributes using
the dsconfig tool.

Table 19: Virtual Attrbutes

Virtual Attributes Description

ds-entry-checksum Generates a simple checksum of an entry’s contents, which can be used with an
LDAP assertion control to ensure that the entry has not been modified since it was last
retrieved.

ds-instance-name Generates the name of the Directory Server instance from which the associated entry

was read. This virtual attribute can be useful in load-balancing environments to
determine the instance from which an entry was retrieved.

entryDN Generates an ent ryDN operational attribute in an entry that holds a normalized copy
of the entry's current distinguished name (DN). Clients can use this attribute in search
filters.

hasSubordinates Creates an operational attribute that has a value of TRUE if the entry has subordinate
entries.

isMemberOf Generates an i sMemberOf operational attribute that contains the DN of the groups

in which the user is a member.

numSubordinates Generates an operational attribute that returns the number of child entries. While there
is no cost if this operational attribute is enabled, there could be a performance cost if it
is requested. Note that this operational attribute only returns the number of immediate
children of the node.

subschemaSubentry A special entry that provides information in the form of operational attributes about
the schema elements defined in the server. It identifies the location of the schema for
that part of the tree.

ldapSyntaxes - set of attribute syntaxes
matchingRules - set of matching rules
matchingRuleUse - set of matching rule uses
attributeTypes - set of attribute types
objectClasses - set of object classes
nameForms - set of name forms
dITContentRules - set of DIT content rules
dITStructureRules - set of DIT structure rules
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Virtual Attributes Description
User Defined Virtual Generates virtual attributes with user-defined values in entries that match the criteria
Attribute defined in the plug-in's configuration. User-defined virtual attributes are intended to

specify a hard-coded value for entries matching a given set of criteria.

Virtual Static Member Generates a member attribute whose values are the DNs of the members of a specified
virtual static group. Virtual static groups are best used in client applications with
a large number of entries that can only support static groups and obtains all of
its membership from a dynamic group. Do not modify the filter in the Virtual
Static Member attribute as it is an advanced property and modifying it can lead to
undesirable side effects.

Virtual Static Generates a uniqueMember attribute whose values are the DNs of the members of a
Uniquemember specified virtual static group. Virtual static groups are best used in client applications
with a large number of entries that can only support static groups and obtains all of
its membership from a dynamic group. Do not modify the filter in the Virtual
Static Uniquemember attribute as it is an advanced property and modifying it
can lead to undesirable side effects.

To View the List of Default Virtual Attributes Using dsconfig Non-Interactive Mode

* Use dsconfig to view the virtual attributes.

$ bin/dsconfig list-virtual-attributes

Viewing Virtual Attribute Properties

Each virtual attribute has basic properties that you can view using the dsconfig tool. The complete list of
properties is described in the PingDirectory Server Configuration Reference. Some basic properties are as follows:

* Description. A description of the virtual attribute.
» Enabled. Specifies whether the virtual attribute is enabled for use.

* Base-DN. Specifies the base DNs for the branches containing entries that are eligible to use this virtual attribute. If
no values are given, the server generates virtual attributes anywhere in the server.

*  Group-DN. Specifies the DNs of the groups whose members can use this virtual attribute. If no values are given,
the group membership is not taken into account when generating the virtual attribute. If one or more group DNs
are specified, then only members of those groups are allowed to have the virtual attribute.

» Filter. Specifies the filters that the server applies to entries to determine if they require virtual attributes. If no
values are given, then any entry is eligible to have a virtual attribute value generated.

To View Virtual Attribute Properties

» Use dsconfig to view the properties of a virtual attribute.

$ bin/dsconfig get-virtual-attribute-prop --name isMemberOf

Enabling a Virtual Attribute

You can enable a virtual attribute using the dsconfig tool. If you are using dsconfig in interactive command-line
mode, you can access the virtual attribute menu on the Standard object menu.
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To Enable a Virtual Attribute using dsconfig Interactive Mode

1. Use dsconfig to enable a virtual attribute. Specify the connection port, bind DN, password, and host
information. Then type the LDAP connection parameter for your Directory Server: 1 for LDAP, 2 for SSL, 3 for
StartTLS.

bin/dsconfig

2. On the Directory Server main menu, type o to change the object menu, and then type the number corresponding to
Standard.

3. On the Directory Server main menu, type the number corresponding to virtual attributes.
4. On the Virtual Attribute management menu, type the number to view and edit an existing virtual attribute.

5. From the list of existing virtual attributes on the system, select the virtual attribute to work with. For this example,
type the number corresponding to the numSubordinates virtual attribute.

6. On the numSubordinates Virtual Attribute Properties menu, type the number to enable the virtual attribute. On
the Enabled Property menu for the numSubordinates virtual attribute, type the number to change the value
to TRUE.

7. On the numSubordinates Virtual Attribute Properties menu, type £ to apply the changes.

8. Verify that the virtual attribute is enabled. Note that this example assumes you have configured the group entries.
$ bin/ldapsearch --baseDN dc=example,dc=com " (ou=People)" numSubordinates

dn: ou=People,dc=example, dc=com
numSubordinates: 1000

To Enable a Virtual Attribute Using dsconfig Non-Interactive Mode

* Use dsconfig to enable the numSubordinates virtual attribute.

$ bin/dsconfig set-virtual-attribute-prop \
--name numSubordinates --set enabled:true

Creating User-Defined Virtual Attributes

User-defined virtual attributes allow you to specify an explicit value to use for the virtual attribute. There are no
restrictions on the length of the value for a user-defined virtual attribute. You must only ensure that the new virtual
attribute conforms to your schema, otherwise you will see an error message when you configure it.

You can define your virtual attributes using the dsconfig tool on the Standard object menu. Only the value
property is specific to the user-defined virtual attribute. All the other properties are common across all kinds of virtual
attributes, which include the following:

* enabled -- Indicates whether the virtual attribute should be used.

+ attribute-type -- The attribute type for the virtual attribute that will be generated.

* base-dn, group-dn, filter -- May be used to select which entries are eligible to contain the virtual attribute.

* client-connection-policy -- May be used to configure who can see the virtual values.

» conflict-behavior -- Used to indicate how the server should behave if there are one or more real values for the

same attribute type in the same entry. The server can either return only the real value(s), only the virtual value(s),
or merge both real and virtual values.

* require-explicit-request-by-name -- Used to indicate whether the server should only generate values for the
virtual attribute if it was included in the list of requested attributes.

* multiple-virtual-attribute-evaluation-order-index, multiple-virtual-attribute-merge-behavior -- Used to
control the behavior the server should exhibit if multiple virtual attributes may be used to contribute values to the
same attribute.
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To Create a User-Defined Virtual Attribute in Interactive Mode

The following example shows how to create a user-defined virtual attribute that assigns an Employee Password Policy
to any entry that matches the filter " (employeeType=employee) ".

1. Run dsconfig to configure the user-defined virtual attribute. Specify the connection port, bind DN, password,
and host information. Then type the LDAP connection parameter for your Directory Server: 1 for LDAP, 2 for
SSL, 3 for StartTLS.

2. On the Directory Server main menu, type o to change the object menu, and then type the number to select
Standard.

3. On the Directory Server main menu, type the number corresponding to virtual attributes.
4. On the Virtual Attribute management menu, type the number to create a new virtual attribute.

5. Next, you can use an existing virtual attribute as a template for your new attribute, or your can create a new
attribute from scratch. In this example, type n to create a new Virtual Attribute from scratch.

6. On the Virtual Attribute Type menu, enter a number corresponding to the type of virtual attribute that you want
to create. In this example, type the number corresponding to User Defined Virtual Attribute.

7. Next, enter a name for the new virtual attribute. In this example, enter "Employee Password Policy
Assignment."

8. On the Enabled Property menu, enter the number to set the property to true (enable).

9. On the Attribute-Type Property menu, type the attribute-type property for the new virtual attribute. You
can enter the OID number or attribute name. The attribute-type property must conform to your schema. For
this example, type "ds-pwp-password-policy-dn".

10. Enter the value for the virtual attribute, and then press Enter or Return to continue. In this example, enter
cn=Employee Password Policy,cn=Password Policies, cn=config, and then type Enter or
Return to continue.

11. On the User Defined Virtual Attributes menu, enter a description for the virtual attribute. Though optional, this
step is useful if you plan to create a lot of virtual attributes. Enter the option to change the value, and then type
a description of the virtual attribute. In this example, enter: Virtual attribute that assigns the
Employee Password Policy to all entries that match (employeeType=employee).

12. On the User Defined Virtual Attribute menu, type the number corresponding to the filter.

13. On the Filter Property menu, enter the option to add one or more filter properties, type the filter, and then press
Enter to continue. In this example, type (employeeType=employee). Press the number to use the filter
value entered.

14. On the User Defined Virtual Attribute menu, type f to finish creating the virtual attribute.

15. Verify that the attribute was created successfully. Add the employeeType=employee attribute to an entry
(e.g., uid=user.0) using 1dapmodify. Add the employeeType=contractor attribute to another entry
(e.g., uid=user.1).

16.Use 1dapsearch to search for the user with the employeeType=employee attribute (e.g., uid=user.0).
You will notice the ds-pwp-password-policy-dn attribute has the assigned password policy as its value.

$ bin/ldapsearch --baseDN dc=example,dc=com " (uid=user.0)" \
ds-password-policy-dn

dn: uid=user.0,ou=People, dc=example,dc=com
ds-pwp-password-policy-dn: cn=Employee Password Policy,cn=Password
Policies,cn=config
17.Run 1dapsearch again using the filter " (uid=user.1)", the ds-pwp-password-policy—-dn attribute
will not be present in the entry, because the entry has the attribute, employeeType=contractor.

$ bin/ldapsearch --baseDN dc=example,dc=com " (uid=user.l)" \
ds-password-policy-dn

dn: uid=user.l,ou=People,dc=example,dc=com
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To Create a User-Defined Virtual Attribute Using dsconfig in Non-Interactive Mode

*  You can also use dsconfig in non-interactive command-line mode to create a virtual attribute. The following
command sets up the Employee Password Policy Assignment virtual attribute introduced in the previous section:

$ bin/dsconfig create-virtual-attribute \
--name "Employee Password Policy Assignment" \
--type user-defined \
--set enabled:true \
--set attribute-type:ds-pwp-password-policy-dn \
--set "filter: (employeeType=employee)" \
--set "value:cn=Employee Password Policy,cn=Password Policies,cn=config"

Creating Mirror Virtual Attributes

The PingDirectory Server provides a feature to mirror the value of another attribute in the same entry or mirror the
value of the same or a different attribute in an entry referenced by the original entry. For example, given a DIT where
users have a manager attributed with a value of the DN of the employee as follows:

dn: uid=apeters, ou=people, dc=example, dc=com
objectClass: person
objectClass: inetOrgPerson
objectClass: organizationalPerson
objectClass: top
manager:uid=jdoe, ou=people, dc=example, dc=com
uid: apeters

(more attributes)

You can set up a mirror virtual attribute, so that the returned value for the managerName virtual attribute can be the
cn value of the entry referenced by the manager attribute as follows:

$ bin/ldapsearch --baseDN dc=example,dc=com " (uid=apeters)" \
dn: uid=apeters, ou=people, dc=example, dc=com

objectClass: person
objectClass: inetOrgPerson
objectClass: organizationalPerson
objectClass: top
manager:uid=jdoe, ou=people, dc=example, dc=com
managerName: John Doe
uid: apeters

(more attributes not shown)

To Create a Mirror Virtual Attribute in Non-Interactive Mode

You can also use dsconfig in non-interactive command-line mode to create a mirror virtual attribute. The following
example sets up the managerName virtual attribute introduced in the previous section:

1. Update the schema to define the managerName attribute. In a text editor, create a file with the following schema
definition for the attribute and save it as 98-myschema . 1dif, for example, in the <server-root>/
config/schema folder. You can optionally add the attribute to an object class.

dn: cn=schema
objectClass: top
objectClass: ldapSubent

ry
objectClass: subschema attributeTypes: ( 1.3.6.1.4.1.32473.3.1.9.4 NAME
‘managerName’

EQUALITY caselIgnoreMatch SUBSTR caselIgnoreSubstringsMatch SYNTAX
1.3.6.1.4.1.1466.115.121.1.44{256}
X-ORIGIN ‘Directory Server Example’ )
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2. Restart the Directory Server.

$ bin/stop-server —--restart

3. Use dsconfig to create the virtual attribute.

$ bin/dsconfig create-virtual-attribute \
--name "managerName" \
-—type mirror \
--set "description:managerName from manager cn" \
--set enabled:true \
--set attribute-type:managerName \
--set source-attribute:cn \
--set source-entry-dn-attribute:manager

4. Verify the mirror virtual attribute by searching for an entry.
$ bin/ldapsearch --baseDN dc=example,dc=com " (uid=apeters)"

dn: uid=apeters, ou=People,dc=example,dc=com
(attributes)

manager: uid=jdoe,ou=People,dc=example,dc=com

managerName: John Doe

Editing a Virtual Attribute

You can edit virtual attributes using the dsconfig tool. You must ensure that the virtual attribute conforms to
your plug-in schema, otherwise you will see an error message when you edit the virtual attribute. If you are using
dsconfig in interactive command-line mode, you can access the virtual attribute menu on the Standard object
menu.

To Edit a Virtual Attribute Using dsconfig in Non-Interactive Mode

* Use dsconfig to change a property’s value.

$ bin/dsconfig set-virtual-attribute-prop --name dept-number \
--set "value:111"

Deleting a Virtual Attribute

You can delete virtual attributes using the dsconfig tool. If you are using dsconfig in interactive command-line
mode, you can access the virtual attribute menu on the Standard object menu.

To Delete a Virtual Attribute

» Use dsconfig to delete an existing virtual attribute.

$ bin/dsconfig delete-virtual-attribute --name dept-number
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LDAP groups are special types of entries that represent collections of users.
Groups are often used by external clients, for example, to control who has
access to a particular application or features. They may also be used internally
by the server to control its behavior. For example, groups can be used by the
access control, criteria, or virtual attribute subsystems.

The specific ways in which clients create and interact with a particular group
depends on the type of group being used. In general, there are three primary
ways in which clients attempt to use groups:

To determine whether a specified user is a member of a particular group.
To determine the set of groups in which a specified user is a member.
To determine the set of all users that are members of a particular group.

This chapter provides an overview of Directory Server groups concepts
and provides procedures on setting up and querying groups in the Directory
Server.
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Overview of Groups

The Directory Server provides the following types of groups:

+ Static Groups. A static group is an entry that contains an explicit list of member or uniquemember attributes,
depending on its particular structural object class. Static groups are ideal for relatively small, infrequently
changing elements. Once the membership list grows, static groups become more difficult to manage as any change
in a member base DN must also be changed in the group. Static groups use one of three structural object classes:
groupOfNames, groupOfUniqueNames, and groupOfEntries.

The Directory Server also supports nested groups, in which a parent group entry contains child attributes whose
DN reference another group. Nested groups are a flexible means to organize entries that provide inherited group
membership and privileges. To maintain good performance throughput, a group cache is enabled by default. The
cache supports static group nesting that includes other static, virtual static, and dynamic groups.

* Dynamic Groups. A dynamic group has its membership list determined by search criteria using a LDAP URL.
Dynamic groups solve the scalability issues encountered for static groups as searches are efficient, constant-time
operations. However, if searches range over a very large set of data, performance could be affected.

* Virtual Static Groups. A virtual static group is a combination of both static and dynamic groups, in which each
member in a group is a virtual attribute that is dynamically generated when invoked. Virtual static groups solve
the scalability issues for clients that can only support static groups and are best used when the application targets a
search operation for a specific member. Virtual static groups are not good for applications that need to retrieve the
entire membership list as the process for constructing the entire membership list can be expensive.

About the isMemberOf and isDirectMemberOf Virtual Attribute

The existence of both static, nested, dynamic, and virtual static groups can make it unnecessarily complex to work
with groups in the server, particularly because the ways you interact with them are so different. And the fact that static
groups can use three different structural object classes (not counting the auxiliary class for virtual static groups) does
not make things any easier.

To make group operations simpler, the PingDirectory Server provides the ability to generate either an i sMemberOf
and i sDirectMemberOf virtual attributes in user entries. These attributes dramatically simplify the process for
making group-related determinations in a manner that is consistent across all types of groups.

The value of the 1 sMemberOf virtual attribute is a list of DNs of all groups (including static, nested, dynamic,

and virtual static groups) in which the associated user is a member. The value of the i sDirectMemberOf virtual
attribute is a subset of the values of i sMemberOf, which represents the groups for which the entry is an explicit or
direct member. Both are enabled by default.

Because the 1 sMemberOf and isDirectMemberOf are operational attributes, only users who specifically have
been granted the privilege can see it. The default set of access control rules do not allow any level of access to user
data. The only access that is granted is what is included in user-defined access control rules, which is generally
given to a uid=admin administrator account. It is always a best practice to restrict access to operational and
non-operational attributes to the minimal set of users that need to see them. The root bind DN, cn=Directory
Manager, has the privilege to view operational attributes by default.

To determine whether a user is a member of a specified group using the 1 sMemberOf virtual attribute, simply
perform a base-level search against the user's entry with an equality filter targeting the 1 sMemberOf attribute with a
value that is the DN of the target group. The following table illustrates this simple base-level search:

Base DN uid=john.doe,ou=People,dc=example,dc=com

Scope base

Filter (isMemberOf=cn=Test Group,ou=Groups,dc=example,dc=com)
Requested Attributes 1.1
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If this search returns an entry, then the user is a member of the specified group. If no entry is returned, then the user is
not a member of the given group.

To determine the set of all groups in which a user is a member, simply retrieve the user's entry with a base-level
search and include the i sMemberOf attribute:

Base DN uid=john.doe,ou=People,dc=example,dc=com
Scope base

Filter (objectclass=*)

Requested Attributes isMemberOf

To determine the set of all members for a specified group, issue a subtree search with an equality filter targeting the
isMemberOf attribute with a value that is the DN of the target group and requesting the attributes you wish to have
for member entries:

Base DN ou=People,dc=example,dc=com

Scope sub

Filter (isMemberOf=cn=Test Group,ou=Groups,dc=example,dc=com)
Requested Attributes cn, mail

The isDirectMemberOf virtual attribute can be used in the examples above in place of i sMemberOf if you only
need to find groups that users are an actual member of. You must use i sMemberOf for nested group membership.

Note that if this filter targets a dynamic group using an unindexed search, then this may be an expensive operation.
However, it will not be any more expensive than retrieving the target group and then issuing a search based on
information contained in the member URL.

For static groups, this approach has the added benefit of using a single search to retrieve information from all user
entries, whereas it would otherwise be required to retrieve the static group and then perform a separate search for each
member's entry.

Using Static Groups

A static group contains an explicit membership list where each member is represented as a DN-valued attribute. There
are three types of static groups supported for use in the Directory Server:

+ groupOfNames. A static group that is defined with the groupOfNames structural object class and uses the
member attribute to hold the DNs of its members. RFC 4519 requires that the member attribute be required in
an entry. However, the Directory Server has relaxed this restriction by making the member attribute optional
so that the last member in the group can be removed. The following entry depicts a group defined with the
groupOfNames object class:

dn: cn=Test Group,ou=Groups,dc=example, dc=com
objectClass: top
objectClass: groupOfNames
cn: Test Group
member: uid=user.l,ou=People,dc=example, dc=com
member: uid=user.2,ou=People,dc=example, dc=com
member: uid=user.3,ou=People,dc=example, dc=com

» groupOfUniqueNames. A static group that is defined with the groupOfUniqueNames structural object
class and uses the uniquemember attribute to hold the DNs of its members. RFC 4519 requires that the
uniquemember attribute be required in an entry. However, the Directory Server has relaxed this restriction
by making the uniquemember attribute optional so that the last member in the group can be removed. The
following entry depicts a group defined with the groupOfUniqueNames object class:
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dn: cn=Test Group,ou=Groups,dc=example,dc=com
objectClass: top
objectClass: groupOfUniqueNames
cn: Test Group
uniquemember: uid=user.l, ou=People,dc=example,dc=com
uniquemember: uid=user.2,ou=People,dc=example, dc=com
uniquemember: uid=user.3, ou=People,dc=example, dc=com

+ groupOfEntries. A static group that is defined with the groupOfEntries object class and uses the
member attribute to hold the DNs of its members. This group specifies that the member attribute is optional
to ensure that the last member can be removed from the group. Although the draft proposal (draft-findlay-ldap-
groupofentries-00.txt) has expired, the Directory Server supports this implementation. The following entry depicts
a group defined with the groupOfEntries object class:

dn: cn=Test Group,ou=Groups,dc=example,dc=com
objectClass: top

objectClass: groupOfEntries

cn: Test Group

member: uid=user.l,ou=People,dc=example, dc=com
member: uid=user.2,ou=People,dc=example, dc=com
member: uid=user.3,ou=People,dc=example, dc=com

Creating Static Groups

You can configure a static group by adding it using an LDIF file. Static groups contain a membership list of explicit
DN specified by the uniquemember attribute.

To Create a Static Group

1. Open a text editor, and then create a group entry in LDIF. Make sure to include the groupOfUniquenames
object class and uniquemember attributes. If you did not have ou=groups set up in your server, then you can
add it in the same file. When done, save the file as static-group.1dif. The following example LDIF file
creates two groups, cn=Development and cn=QA.

dn: ou=groups,dc=example,dc=com
objectclass: top

objectclass: organizationalunit
ou: groups

dn: cn=Development, ou=groups,dc=example, dc=com
objectclass: top

objectclass: groupOfUnigqueNames

cn: Development

ou: groups

uniquemember: uid=user.l4,ou=People,dc=example,dc=com
uniquemember: uid=user.91,ou=People,dc=example,dc=com
uniquemember: uid=user.180,ou=People,dc=example,dc=com

dn: cn=QA,ou=groups,dc=example, dc=com

objectclass: top

objectclass: groupOfUniqueNames

cn: QA

ou: groups

uniquemember: uid=user.0,ou=People,dc=example, dc=com
uniquemember: uid=user.l, ou=People,dc=example,dc=com
uniquemember: uid=user.2, ou=People,dc=example,dc=com

2. Use ldapmodify to add the group entries to the server.

$ bin/ldapmodify --defaultAdd --filename static-group.ldif

3. Verify the configuration by using the virtual attribute 1 sDirectMemberOf that checks membership for a non-
nested group. By default, the virtual attribute is disabled by default, but you can enable it using dsconfig.



PingDirectory | Working with Groups | 217

$ bin/dsconfig set-virtual-attribute-prop --name isDirectMemberOf --set
enabled: true
4. Use ldapsearch to specifically search the i sDirectMemberOf virtual attribute to determine if
uid=user. 14 is a member of the cn=Development group. In this example, assume that administrator has
the privilege to view operational attributes.

$ bin/ldapsearch --baseDN dc=example,dc=com " (uid=user.14)" isDirectMemberOf

dn: uid=user.l4,ou=People,dc=example, dc=com
isDirectMemberOf: cn=Development, ou=groups,dc=example, dc=com

5. Typically, you would want to use the group as a target in access control instructions. Open a text editor,
create an aci attribute in an LDIF file, and save the file as dev-group-aci.ldif. Add the file using the
ldapmodi fy tool. You can create a similar ACI for the QA group, which is not shown in this example.

dn: ou=People,dc=example, dc=com
changetype: modify

add: aci
aci: (target ="ldap:///ou=People,dc=example,dc=com")
(targetattr != "cn || sn || uid")
(targetfilter =" (ou=Development)")
(version 3.0; acl "Dev Group Permissions";
allow (write) (groupdn = "ldap:///

cn=Development, ou=groups, dc=example,dc=com") ;)
6. Add the file using the 1dapmodi fy tool.

$ bin/ldapmodify --filename dev-group-aci.ldif

To Add a New Member to a Static Group

* To add a new member to the group, add a new value for the uniquemember attribute that specifies the DN of
the user to be added. The following example adds a new uniquemember, user.4:

dn: cn=QA, ou=Groups,dc=example, dc=com

changetype: modify

add: uniquemember

uniquemember: uid=user.4,ou=People,dc=example, dc=com

To Remove a Member from a Static Group

» To remove a member from a static group, remove that user's DN from the uniquemember attribute. The
following example removes the DN of user.1:

dn: cn=QA,ou=Groups,dc=example,dc=com

changetype: modify

delete: uniquemember

uniquemember: uid=user.l, ou=People,dc=example,dc=com

Searching Static Groups

The following sections describe how to compose searches to determine if a user is a member of a static group, to
determine all the static groups in which a user is a member, and to determine all the members of a static group.

To Determine if a User is a Static Group Member

To determine whether a user is a member of a specified group, perform a base-level search to retrieve the group entry
with an equality filter looking for the membership attribute of a value equal to the DN of the specified user.

For best performance, you will want to include a specific attribute list (just "cn", or "1.1" request that no
attributes be returned) so that the entire member list is not returned. For example, to determine whether the user
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"uid=john.doe, ou=People,dc=example, dc=com" is a member of the groupOfNames static group
"cn=Test Group,ou=Groups,dc=example,dc=com", issue a search with the following criteria:

Table 20: Search Criteria for a Single User's Membership in a Static Group

Base DN cn=Test Group,ou=Groups,dc=example,dc=com

Scope base

Filter (member=uid=john.doe,ou=People,dc=example,dc=com)
Requested Attributes 1.1

If the search returns an entry, then the user is a member of the specified group. If the search does not return any
entries, then the user is not a member of the group. If you do not know the membership attribute for the specified
group (it could be either a member or uniqueMember attribute), then you may want to revise the filter so that it
allows either one as follows:

(| (member=uid=john.doe, ou=People, dc=example, dc=com)
(uniqueMember=uid=john.doe, ou=People, dc=example, dc=com) )

* Run a base-level search to retrieve the group entry with an equality filter looking for the membership attribute.

$ bin/ldapsearch --baseDN "cn=Test Group,ou=Groups,dc=example,dc=com"
—--searchScope base " (member=uid=john.doe, ou=People,dc=example, dc=com)"
"1'1"

To Determine the Static Groups to Which a User Belongs

To determine the set of all static groups in which a user is specified as a member, perform a subtree search based at
the top of the DIT. The search filter must be configured to match any type of static group in which the specified user
is a member.

For example, the following criteria may be used to determine the set of all static groups in which the user,
uid=john.doc, ou=People, dc=example, dc=com, is a member:

Table 21: Search Criteria for Determining All the Static Groups for a User

Base DN dc=example,dc=com
Scope sub
Filter (|(&(objectClass=groupOfNames)

(member=uid=john.doe,ou=People,dc=example,dc=com))
(&(objectClass=groupOfUniqueNames)(uniqueMem-
ber=uid=john.doe,ou=People,dc=example,dc=com)) (&(objectClass=groupOfEntries)
(member=uid=john.doe,ou=People,dc=example,dc=com)))

Requested Attributes 1.1

Every entry returned from the search represents a static group in which the specified user is a member.

* Run a sub-level search to retrieve the static groups to which a user belongs.

$ bin/ldapsearch --baseDN "dc=example,dc=com" --searchScope sub \
"(] (& (objectClass=groupOfNames)
(member=uid=john.doe, ou=People,dc=example,dc=com)) \
(& (objectClass=groupOfUniqueNames) \
(uniqueMember=uid=john.doe, ou=People, dc=example,dc=com)) \
(& (objectClass=groupOfEntries) \
(member=uid=john.doe, ou=People, dc=example,dc=com)))" "1.1"
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E Note: A base level search of the user's entry for 1 sMemberOf or isDirectMemberOf virtual
attributes will give the same results. You can also use the virtual attributes with virtual static groups.

To Determine the Members of a Static Group

To determine all of the members for a static group, simply retrieve the group entry including the membership
attribute. The returned entry will include the DN of all users that are members of that group. For

example, the following criteria may be used to retrieve the list of all members for the group cn=Test
Group, ou=Groups, dc=example, dc=com:

Table 22: Search Criteria for All of the Static Group's Members

Base DN cn=Test Group,ou=Groups,dc=example,dc=com
Scope base

Filter (objectClass=*)

Requested Attributes member uniqueMember

If you want to retrieve additional information about the members, such as attributes from member entries, you must
issue a separate search for each member to retrieve the user entry and the desired attributes.

* Run a base-level search to retrieve all of the members in a static group.

$ bin/ldapsearch --baseDN "cn=Test Group,ou=Groups,dc=example,dc=com" \
—--searchScope base " (objectclass=*)" uniqueMember

E Note: If you want to retrieve attributes from member entries, it is more efficient to search all users whose
isMemberOf attribute contains the group DN, returning the attributes desired.

Using Dynamic Groups

Dynamic groups contain a set of criteria used to identify members rather than maintaining an explicit list of group
members. If a new user entry is created or if an existing entry is modified so that it matches the membership criteria,
then the user will be considered a member of the dynamic group. Similarly, if a member’s entry is deleted or if it is
modified so that it no longer matches the group criteria, then the user will no longer be considered a member of the
dynamic group.

In the Directory Server, dynamic groups include the groupOfURLs structural object class and use the memberurl
attribute to provide an LDAP URL that defines the membership criteria. The base, scope, and filter of the LDAP URL
will be used in the process of making the determination, and any other elements present in the URL will be ignored.
For example, the following entry defines a dynamic group in which all users below dc=example, dc=com with an
employeeType value of contractor will be considered members of the group:

dn: cn=Sales Group,ou=groups,dc=example, dc=com

objectClass: top

objectClass: groupOfURLs

cn: Sales Group

memberURL: ldap:///dc=example,dc=com??sub? (employeeType=contractor)

Assuming that less than 80,000 entries have the employeeType of contractor, you need to create the following
index definition to evaluate the dynamic group:

$ bin/dsconfig create-local-db-index --backend-name userRoot \
-—-index-name employeeType --set index-entry-1imit:80000 \
--set index-type:equality
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Creating Dynamic Groups

You can configure a dynamic group in the same manner as static groups using an LDIF file. Dynamic groups contain
a membership list of attributes determined by search filter using an LDAP URL. You must use the groupOfURLs
object class and the membe rURL attribute.

To Create a Dynamic Group

1.

Assume that uid=user. 15 is not part of any group. Use 1dapsearch to verify that uid=user.15 is not
part of any group. In a later step, we will add the user to the dynamic group.

$ bin/ldapsearch --baseDN dc=example,dc=com --searchScope sub
" (uid=user.15)" ou

dn: uid=user.l5,ou=People, dc=example, dc=com

Assume for this example that uid=user. 0 has an ou=Engineering attribute indicating that he or she is a
member of the Engineering department.

$ bin/ldapsearch --baseDN dc=example,dc=com --searchScope sub " (uid=user.0)"
ou isMemberOf

dn: uid=user.0,ou=People, dc=example,dc=com

ou: Engineering

Open a text editor, and then create a dynamic group entry in LDIF. The LDIF defines the dynamic group to
include all users who have the ou=Engineering attribute. When done, save the file as add-dynamic-
group.ldif.

dn: cn=eng-staff, ou=groups,dc=example, dc=com

objectclass: top

objectclass: groupOfURLs

ou: groups

cn: eng-staff

memberURL: ldap:///ou=People,dc=example,dc=com??sub? (ou=Engineering)

Use 1dapmodify to add the group entry to the server.

$ bin/ldapmodify —--defaultAdd --filename add-dynamic-group.ldif

Use 1dapsearch to specifically search the i sMemberOf virtual attribute to determine if uid=user.0isa
member of the cn=Engineering group or any other group.

$ bin/ldapsearch --baseDN dc=example,dc=com " (uid=user.0)" isMemberOf

dn: uid=user.0,ou=People, dc=example,dc=com

isMemberOf: cn=eng-staff,ou=groups,dc=example, dc=com

If your data is relatively small (under 1 million entries), you can search for all users in the group that meet the
search criteria (ou=Engineering). For very large databases, it is not practical to run a database-wide search for
all users as there can be a performance hit on the Directory Server. The following command returns the DNs of
entries that are part of the cn=eng-staff dynamic group and sorts them in ascending order by the sn attribute.

$ bin/ldapsearch --baseDN dc=example,dc=com —--sortOrder sn \

" (isMemberOf=cn=eng-staff, ou=groups, dc=example,dc=com)" dn
Add uid=user.15 to the eng-staff group by adding an ou=Engineering attribute to the entry. This step
highlights an advantage of dynamic groups: you can make a change in an entry without explicitly adding the DN
to the group as you would with static groups. The entry will be automatically added to the eng-staff dynamic
group.

$ bin/ldapmodify
dn: uid=user.l1l5,ou=People, dc=example, dc=com
changetype: modify
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add: ou
ou: Engineering

8. Use 1dapsearch to check if the user is part of the cn=eng-staf f dynamic group.

$ bin/ldapsearch --baseDN dc=example,dc=com --searchScope sub
" (uid=user.15)" isMemberOf

dn: uid=user.1l5,ou=People,dc=example, dc=com
isMemberOf: cn=eng-staff,ou=groups,dc=example, dc=com

Searching Dynamic Groups

The following sections describe how to compose searches to determine if a user is a member of a dynamic group, to
determine all the dynamic groups in which a user is a member, and to determine all the members of a dynamic group.

To Determine if a User is a Dynamic Group Member

To determine whether a user is a member of a specific dynamic group, you must verify that the user's entry is both
within the scope of the member URL and that it matches the filter contained in that URL. You can verify that a user's
entry is within the scope of the URL using simple client-side only processing. Evaluating the filter against the entry
on the client side can be more complicated. While possible, particularly in clients that are able to perform schema-
aware evaluation, a simple alternative is to perform a base-level search to retrieve the user's entry with the filter
contained in the member URL.

For example, to determine whether the user uid=john.doe, ou=People, dc=example, dc=com is a member
of the dynamic group with the above member URL, issue a search with the following criteria:

Table 23: Search Criteria for a Single User's Membership in a Dynamic Group

Base DN uid=john.doe,ou=People,dc=example,dc=com
Scope base

Filter (ou=Engineering)

Requested Attributes 1.1

Note that the search requires the user DN to be under the search base defined in the memberurl attribute for the user
to be a member. If the search returns an entry, then the user is a member of the specified group. If the search does not
return any entries, then the user is not a member of the group.

To Determine the Dynamic Groups to Which a User Belongs

To determine the set of all dynamic groups in which a user is a member, first perform a search to find
all dynamic group entries defined in the server. You can do this using a subtree search with a filter of
"(objectClass=groupOfURLs)".

You should retrieve the membe rURL attribute so that you can use the logic described in the previous section to
determine whether the specified user is a member of each of those groups. For example, to find the set of all dynamic
groups defined in the dc=example, dc=com tree, issue a search with the following criteria:

Table 24: Search Criteria for Determining All of the Dynamic Groups for a User

Base DN dc=example,dc=com

Scope sub

Filter (objectClass=groupOfURLs)
Requested Attributes memberURL
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Each entry returned will be a dynamic group definition. You can use the base, scope, and filter of its membe rURL
attribute to determine whether the user is a member of that dynamic group.

To Determine the Members of a Dynamic Group

To determine all members of a dynamic group, issue a search using the base, scope, and filter of the member URL.
The set of requested attributes should reflect the attributes desired from the member user entries, or "1.1" if no
attributes are needed.

For example, to retrieve the cn and mail attributes from the group described above, use the following search:

Table 25: Search Criteria for Determining the Members of a Dynamic Group

Base DN dc=example,dc=com

Scope sub

Filter (employeeType=contractor)
Requested Attributes cn, mail

i Caution: Note that this search may be expensive if the associated filter is not indexed or if the group
contains a large number of members.

Using Dynamic Groups for Internal Operations

You can use dynamic groups for internal operations, such as ACI or component evaluation. The Directory Server
performs the memberurl parsing and internal LDAP search; however, the internal search operation may not be
performed with access control rules applied to it.

For example, the following dynamic group represents an organization’s employees within the same department:

dn: cn=department 202, ou=groups,dc=example,dc=com

objectClass: top

objectClass: groupOfURLs

cn: department 202

owner: uid=user.l,ou=people,dc=example,dc=com

owner: uid=user.2,ou=people,dc=example,dc=com

memberURL: ldap:///ou=People,dc=example,dc=com??sub?
(& (employeeType=employee) (departmentNumber=202))

description: Group of employees in department 202

The above group could be referenced from within the ACI at the dc=example, dc=com entry. For example:

dn:dc=example,dc=com
aci: (targetattr="employeeType")
(version 3.0; acl "Grant write access to employeeType" ;
allow (all) groupdn="ldap:///cn=department
202, ou=groups, dc=example, dc=com";)

Any user matching the filter can bind to the server with their entry and modify the employeeType attribute within
any entry under dc=example, dc=com.

Using Virtual Static Groups

Static groups can be easier to interact with than dynamic groups, but large static groups can be expensive to manage
and require a large amount of memory to hold in the internal group cache. The Directory Server provides a third type
of group that makes it possible to get the efficiency and ease of management of a dynamic group while allowing
clients to interact with it as a static group. A virtual static group is a type of group that references another group and
provides access to the members of that group as if it was a static group.
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To create a virtual static group, create an entry that has a structural object class of either groupOfNames or
groupOfUniqueNames and an auxiliary class of ds-virtual-static—-group. It should also include a
ds-target-group-dn attribute, whose value is the group from which the virtual static group should obtain its
members. For example, the following will create a virtual static group that exposes the members of the cn=Sales
Group, ou=Groups, dc=example, dc=com dynamic group as if it were a static group:

dn: cn=Virtual Static Sales Group, ou=Groups,dc=example, dc=com
objectClass: top

objectClass: groupOfNames

objectClass: ds-virtual-static—-group

cn: Virtual Static Sales Group

ds-target-group-dn: cn=Sales Group,ou=Groups,dc=example,dc=com

Note that you must also enable a virtual attribute that allows the member attribute to be generated based on
membership for the target group. A configuration object for this virtual attribute does exist in the server configuration,
but is disabled by default. To enable it, issue the following change:

$ bin/dsconfig set-virtual-attribute-prop --name "Virtual Static member" \
—--set enabled:true

If you want to use virtual static groups with the groupOfUniqueNames object class, then you will also need to
enable the Virtual Static uniqueMember virtual attribute in the same way.

Creating Virtual Static Groups

If your application only supports static groups but has scalability issues, then using a virtual static group could be a
possible solution. A virtual static group uses a virtual attribute that is dynamically generated when called after which
the operations that determine group membership are passed to another group, such as a dynamic group. You must use
the ds-virtual-static—group object class and the ds-target—-group-dn virtual attribute.

Virtual static groups are best used when determining if a single user is a member of a group. It is not a good solution
if an application accesses the full list of group members due to the performance expense at constructing the list. If you
have a small database and an application that requires that the full membership list be returned, you must also enable
the allow-retrieving-membership property for the Virtual Static uniqueMember virtual attribute using
the dsconfig tool.

To Create a Virtual Static Group

1. Open a text editor, and then create a group entry in LDIF. The entry contains the groupOfUniqueNames object
class, but in place of the uniquemember attribute is the ds-target-group-dn virtual attribute, which is
part of the ds-virtual-static-group auxiliary object class. When done, save the file as add-virtual-
static-group.ldif.

dn: cn=virtualstatic, ou=groups,dc=example,dc=com
objectclass: top

objectclass: groupOfUniqueNames

objectclass: ds-virtual-static-group

ou: groups

cn: virtual static

ds-target-group-dn: cn=eng-staff, ou=groups,dc=example, dc=com

2. Use ldapmodify to add the virtual static group entry to the server.

$ bin/ldapmodify -h serverl.example.com -p 389 -D
"uid=admin, dc=example,dc=com" \
-w password -a -f add-virtual-static-group.ldif

3. Use dsconfig to enable the Virtual Static uniqueMember attribute, which is disabled by default.

$ bin/dsconfig set-virtual-attribute-prop --name "Virtual Static
uniqueMember" \
—--set enabled:true
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4. In the previous section, we set up uid=user. 0 to be part of the cn=eng-staff dynamic group. Use
ldapsearch with the i sMemberOf virtual attribute to determine if uid=user. 0 is part of the virtual static

group.

$ bin/ldapsearch -h serverl.example.com -p 389 -D "cn=Directory Manager" \
-w secret -b dc=example,dc=com" " (uid=user.0)" isMemberOf

dn: uid=user.0,ou=People, dc=example,dc=com
isMemberOf: cn=virtualstatic,ou=groups,dc=example, dc=com
isMemberOf: cn=eng-staff,ou=groups,dc=example,dc=com
5. Use 1ldapsearch to determine if uid=user. 0 is a member of the virtual static group. You should see the
returned cn=virtualstatic entry if successful.

$ ldapsearch -h localhost -p 1389 -D "cn=Directory Manager" -w password \
-b "cn=virtualStatic,ou=Groups,dc=example,dc=com" \
" (& (objectclass=groupOfUniqueNames) \
(uniquemember=uid=user.0, ou=People,dc=example,dc=com) )"
6. Next, try searching for a user that is not part of the cn=eng-staff dynamic group (e.g., uid=user.20),
nothing will be returned.

$ ldapsearch -h localhost -p 1389 -D "cn=Directory Manager" -w password \
-b "cn=virtualStatic,ou=Groups,dc=example,dc=com" \
" (& (objectclass=groupOfUniqueNames) \
(uniquemember=uid=user.20, ou=People,dc=example,dc=com) )"

Searching Virtual Static Groups

Because virtual static groups behave like static groups, the process for determining whether a user is a member of a
virtual static group is identical to that of a member in a static group. Similarly, the process for determining all virtual
static groups in which a user is a member is basically the same as the process as that of real static groups in which a
user is a member. In fact, the query provided in the static groups discussion returns virtual static groups in addition to
real static groups, because the structural object class of a virtual static group is the same as the structural object class
for a static group.

You can also retrieve a list of all members of a virtual static group in the same way as a real static group: simply
retrieve the member or uniqueMember attribute of the desired group. However, because virtual static groups are
backed by dynamic groups and the process for retrieving member information for dynamic groups can be expensive,
virtual static groups do not allow retrieving the full set of members by default. The virtual attribute used to expose
membership can be updated to allow this with a configuration change such as the following:

$ bin/dsconfig set-virtual-attribute-prop --name "Virtual Static member" \
--set allow-retrieving-membership:true

Because this can be an expensive operation, we recommend that the option to allow retrieving virtual static group
membership be left disabled unless it is required.

Creating Nested Groups

The PingDirectory Server supports nested groups, where the DN of an entry that defines a group is included
as a member in the parent entry. For example, the following example shows a nested static group (e.g.,
cn=Engineering Group) that has uniquemember attributes consisting of other groups, such as
cn=Developers Group and the cn=QA Group respectively.

dn: cn=Engineering Group, ou=Groups,dc=example, dc=com
objectclass: top

objectclass: groupOfUnigqueNames

cn: Engineering Group

uniquemember: cn=Developers, ou=Groups,dc=example,dc=com



PingDirectory | Working with Groups | 225

uniquemember: cn=QA,ou=Groups,dc=example,dc=com

Nested group support is enabled by default on the Directory Server. To support nested groups without the
performance hit, the Directory Server uses a group cache, which is also enabled by default. The cache supports static
group nesting that includes other static, virtual static, and dynamic groups. The Directory Server provides a new
monitoring entry for the group cache, cn=Group Cache,cn=Monitor

In practice, nested groups are not commonly used for several reasons. LDAP specifications do not directly address
the concept of nested groups, and some servers do not provide any level of support for them. Supporting nested
groups in LDAP clients is not trivial, and many directory server-enabled applications that can interact with groups
do not provide any support for nesting. If nesting support is not needed in your environment, or if nesting support is
only required for clients but is not needed for server-side evaluation (such as for groups used in access control rules,
criteria, virtual attributes, or other ways that the server may need to make a membership determination), then this
support should be disabled.

To Create Nested Static Groups

1. The following example shows how to set up a nested static group, which is a static group that contains
uniquemember attributes whose values contain other groups (static, virtual static, or dynamic). Open a
text editor, and then create a group entry in LDIF. Make sure to include the groupOfUniquenames object
class and uniquemember attributes. If you did not have ou=groups set up in your server, then you can
add it in the same file. When done, save the file as nested-group.1dif. Assume that the static groups,
cn=Developers Group and cn=QA Group, have been configured.

dn: ou=groups,dc=example, dc=com
objectclass: top

objectclass: organizationalunit
ou: groups

dn: cn=Engineering Group,ou=groups,dc=example, dc=com
objectclass: top

objectclass: groupOfUniqueNames

cn: Engineering Group

uniquemember: cn=Developers,ou=groups,dc=example, dc=com
uniquemember: cn=QA,ou=groups,dc=example,dc=com

2. Use 1dapmodify to add the group entry.

$ bin/ldapmodify --defaultAdd --filename nested-static-group.ldif

3. Verify the configuration by using the i sMemberOf virtual attribute that checks the group membership for an
entry. By default, the virtual attribute is enabled. Use 1dapsearch to specifically search the 1 sMemberOf
virtual attribute to determine if uid=user.14 is a member of the cn=Development group. In this example,
assume that the administrator has the privilege to view operational attributes.

$ bin/ldapsearch --baseDN dc=example,dc=com " (uid=user.14)" isMemberOf
dn: uid=user.l4, ou=People,dc=example, dc=com
isMemberOf: cn=Development, ou=groups,dc=example, dc=com

4. Typically, you would want to use the group as a target in access control instructions. Open a text editor, create an
ACI in LDIF, and save the file as eng-group-aci.ldif.

dn: ou=People,dc=example, dc=com
changetype: modify

add: aci
aci: (target ="ldap:///ou=People,dc=example,dc=com")
(targetattr !'= "cn || sn || uid")
(targetfilter =" (ou=Engineering Group)")
(version 3.0; acl "Engineering Group Permissions";
allow (write) (groupdn = "ldap:///cn=Engineering

Group, ou=groups, dc=example,dc=com") ;)
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5. Add the file using the 1dapmodi fy tool.

$ bin/ldapmodify --filename eng-group-aci.ldif

Note: When nesting dynamic groups, you cannot include other groups as members of a dynamic group.
You can only support "nesting" by including the members of another group with a filter in the member
URL. For example, if you have two groups cn=dynamicl and cn=dynamic2, you can nest one group
in another by specifying it in the member URL as follows:

[

cn=dynamicl, ou=groups, dc=example, dc=com

objectClass: top

objectClass: groupOfURLs

memberURL: ldap:///dc=example,dc=com??sub?
(isMemberOf=cn=dynamic2, ou=groups, dc=example, dc=com)

The members included from the other group using this method are not considered "nested" members and
will be returned even when using i sDirectMemberOf when retrieving the members.

Maintaining Referential Integrity with Static Groups

The Directory Server can automatically update references to an entry whenever that entry is removed or renamed in a
process called referential integrity. For example, if a user entry is deleted, then referential integrity plugin will remove
that user from any static groups in which the user was a member (this is not necessary for dynamic groups, since no
explicit membership is maintained). Similarly, if a modify DN operation is performed to move or rename a user entry,
then referential integrity updates static groups in which that user is a member with the new user DN.

Referential integrity support is disabled by default, but may be enabled using the dsconfig tool as follows:

$ bin/dsconfig set-plugin-prop --plugin-name "Referential Integrity" \
--set enabled:true

Other configuration attributes of note for this plugin include:

+ attribute-type. This attribute specifies the names or OIDs of the attribute types for which referential
integrity will be maintained. By default, referential integrity is maintained for the member and
uniqueMember attributes. Any attribute types specified must have a syntax of either distinguished name (OID
"1.3.6.1.4.1.1466.115.121.1.12") or name and optional UID (OID "1.3.6.1.4.1.1466.115.121.1.34"). The specified
attribute types must also be indexed for equality in all backends for which referential integrity is to be maintained.

» base-dn. This attribute specifies the subtrees for which referential integrity will be maintained. If one or more
values are provided, then referential integrity processing will only be performed for entries which exist within
those portions of the DIT. If no values are provided (which is the default behavior), then entries within all public
naming contexts will be included.

» log-file. This attribute specifies the path to a log file that may be used to hold information about the DNs of
deleted or renamed entries. If the plugin is configured with a nonzero update interval, this log file helps ensure that
appropriate referential integrity processing occurs even if the server is restarted.

» update-interval. This attribute specifies the maximum length of time that a background thread may sleep between
checks of the referential integrity log file to determine whether any referential integrity processing is required. By
default, this attribute has a value of "0 seconds", which indicates that all referential integrity processing is to be
performed synchronously before a response is returned to the client. A duration greater than 0 seconds indicates
that referential integrity processing will be performed in the background and will not delay the response to the
client.

In the default configuration, where referential integrity processing is performed synchronously, the throughput and
response time of delete and modify DN operations may be adversely impacted because the necessary cleanup work
must be completed before the response to the original operation can be returned. Changing the configuration to use
a non-zero update interval alleviates this performance impact because referential integrity processing uses a separate
background thread and does not significantly delay the response to delete or modify DN operations.
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However, performing referential integrity processing in a background thread may introduce a race condition that

may adversely impact clients that delete a user and then immediately attempt to re-add it and establish new group
memberships. If referential integrity processing has not yet been completed for the delete, then newly-established
group memberships may be removed along with those that already existed for the previous user. Similarly, if the
newly-created user is to be a member of one or more of the same groups as the previous user, then attempts by

the client to re-establish those memberships may fail if referential integrity processing has not yet removed the
previous membership. For this reason, we recommend that the default synchronous behavior be maintained unless the
performance impact associated with it is unacceptable and clients are not expected to operate in a manner that may be
adversely impacted by delayed referential integrity processing.

E Note: The internal operations of the referential integrity plug-in are not replicated. So, in a replicated
topology, you must enable the referential integrity plug-in consistently on all servers in the topology to ensure
that changes made by the referential integrity plug-in are passed along to a replication server.

For more information about administering the referential integrity plug-in, see Chapter 6, “Configuring the Directory
Server” in the PingDirectory Server Administration Guide.

Monitoring the Group Membership Cache

The Directory Server logs information at startup about the memory consumed by the group membership cache. This
hard-coded cache contains information about all of the group memberships for internal processing, such as ACIs. The
group membership cache is enabled by default.

The information about this cache is logged to the standard output log (server. out) and the standard error log.
When using groups, you can use the log information to tune the server for best performance. For example, at startup
the server logs a message like the following to the server.out log:

[16/Aug/2011:17:14:39.462 -0500] category=JEB severity=NOTICE msgID=1887895587
msg="The database cache now holds 3419MB of data and is 32 percent full"

The error log will contain something like the following:

[16/Aug/2011:18:40:39.555 -0500] category=EXTENSIONS severity=NOTICE
msgID=1880555575

msg=""'Group cache (174789 static group(s) with 7480151 total memberships and
1000002

unique members, 0 virtual static group(s), 1 dynamic group(s))' currently
consumes

149433592 bytes and can grow to a maximum of 149433592 bytes"

Using the Entry Cache to Improve the Performance of Large Static Groups

The PingDirectory Server provides an entry cache implementation, which allows for fine-grained control over the
kinds of entries that may be held in the cache. You can define filters to specify the entries included in or excluded
from the cache, and you can restrict the cache so that it holds only entries with at least a specified number of values
for a given set of attributes.

Under most circumstances, we recommend that the Directory Server be used without an entry cache. The Directory
Server is designed to efficiently retrieve and decode entries from the database in most cases. The database cache is
much more space-efficient than the entry cache, and heavy churn in the entry cache can adversely impact garbage
collection behavior.

However, if the Directory Server contains very large static groups, such as those containing thousands or millions of
members, and clients need to frequently retrieve or otherwise interact with these groups, then you may want to enable
an entry cache that holds only large static groups.

In servers containing large static groups, you can define an entry cache to hold only those large
static groups. This entry cache should have an include filter that matches only group entries (for
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example, " (| (objectclass=groupOfNames) (objectclass=groupOfUniqueNames)
(objectclass=groupOfEntries))"). The filter contains a minimum value count so that only groups with a
large number of members (such as those with at least 100 member or uniqueMember values) will be included. The
Directory Server provides an entry cache implementation with these settings although it is disabled by default.

To Enable the Entry Cache

* Run dsconfig to enable the entry cache.

$ bin/dsconfig set-entry-cache-prop --cache-name "Static Group Entry Cache"
\

-—-set enabled:true

To Create Your Own Entry Cache for Large Groups

* You can create your own entry cache for large groups using the dsconfig create-entry-cache
subcommand.

# bin/dsconfig create-entry-cache --type fifo \
--set enabled:true \
--set cache-level:10 \
--set max-entries:175000 \
--set "include-filter: (objectClass=groupOfUniqueNames)" \
--set min-cache-entry-value-count:10000 \
—--set min-cache-entry-attribute:uniquemember

Monitoring the Entry Cache

You can monitor the memory consumed by your entry cache using the entry-cache-info property

in the periodic stats logger. You can retrieve the monitor entry over LDAP by issuing a search on
baseDN="cn=monitor" using filter=" (objectClass=ds-fifo-entry-cache-monitor-
entry) ". For example, the entry might appear as follows:

dn: cn=Static Group Entry Cache Monitor,cn=monitor
objectClass: top

objectClass: ds-monitor-entry

objectClass: ds-fifo-entry-cache-monitor-entry
objectClass: extensibleObject

cn: Static Group Entry Cache Monitor
cacheName: Static Group Entry Cache
entryCacheHits: 6416407

entryCacheTries: 43069073

entryCacheHitRatio: 14

maxEntryCacheSize: 12723879900
currentEntryCacheCount: 1

maxEntryCacheCount: 175000
entriesAddedOrUpdated: 1
evictionsDueToMaxMemory: O
evictionsDueToMaxEntries: 0
entriesNotAddedAlreadyPresent: 0
entriesNotAddedDueToMaxMemory: O
entriesNotAddedDueToFilter: 36652665
entriesNotAddedDueToEntrySmallness: 0
lowMemoryOccurrences: 0

percentFullMaxEntries: 0
jvmMemoryMaxPercentThreshold: 75
jvmMemoryCurrentPercentFull: 24
jvmMemoryBelowMaxMemoryPercent: 51

isFull: false

capacityDetails: NOT FULL: The JVM is using 24% of its available memory.
Entries can be
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added to the cache until the overall JVM memory usage reaches the configured
limit of

75%. Cache has 174999 remaining entries before reaching the configured limit
of 175000.

By default, the entry cache memory is set to 75%, with a maximum of 90%.

Tuning the Index Entry Limit for Large Groups

The Directory Server uses indexes to improve database search performance and provide consistent search rates
regardless of the number of database objects stored in the DIT. You can specify an index entry limit property, which
defines the maximum number of entries that are allowed to match a given index key before it is no longer maintained
by the server. If the index keys have reached this limit (which is 4000 by default), then you must rebuild the indexes
using the rebuild-index tool as follows:

$ bin/rebuild-index --baseDN dc=example,dc=com --index objectclass

In the majority of Directory Server environments, the default index entry limit value of 4000 entries should be
sufficient. However, group-related processing, it may be necessary to increase the index entry limit. For directories
containing more than 4000 groups with the same structural object class (i.e., more than 4000 entries, 4000
groupOfUniqueNames entries, 4000 groupOfEntries entries, or 4000 groupOfURLs entries), then you
may want to increase the index entry limit for the objectClass attribute so that it has a value larger than the
maximum number of group entries of each type. Set index-entry-1imit property using a command line like the
following:

$ bin/dsconfig set-local-db-index-prop --backend-name userRoot \
--index-name objectClass --set index-entry-1imit:175000

As an alternative, a separate backend may be created to hold these group entries, so that an unindexed search in that
backend yields primarily group entries. If you make no changes, then the internal search performed at startup to
identify all groups and any user searches looking for groups of a given type may be very expensive.

For directories in which any single user may be a member of more than 4000 static groups of the same type, you may
need to increase the index entry limit for the member and/or uniqueMember attribute to a value larger than the
maximum number of groups in which any user is a member. If you do not increase the limit, then searches to retrieve
the set of all static groups in which the user is a member may be unindexed and therefore very expensive.

Summary of Commands to Search for Group Membership

The following summary of commands show the fastest way to retrieve direct or indirect member DN for groups.

* To retrieve direct member (non-nested) DNs of group "cn=group.1l, ou=groups, dc=example, dc=com".

$ bin/ldapsearch --baseDN "cn=group.l,ou=Groups,dc=example,dc=comn"
" (objectClass=*)" uniqueMember member
* To retrieve direct member entries (non-nested) under "dc=example, dc=com" of group
"cn=group.1l,ou=groups, dc=example, dc=com". This is useful when attributes from member entries
are used in the filter or being returned.

$ bin/ldapsearch --baseDN "ou=people,dc=example,dc=com"
" (isDirectMemberOf=cn=group.l, ou=Groups, dc=example,dc=com) "
» To retrieve group DNs in which user "uid=user.2, ou=people, dc=example, dc=com" is a direct
member (non-nested, static groups).

$ bin/ldapsearch --baseDN "uid=user.2, ou=people,dc=example,dc=com"
" (objectClass=*)" isDirectMemberOf
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* To retrieve all member entries under ou=people, dc=example, dc=com of group
"cn=group.1l,ou=groups,dc=example,dc=com".

$ bin/ldapsearch --baseDN "ou=people,dc=example,dc=com"
" (isMemberOf=cn=group.l, ou=Groups,dc=example, dc=com) "

* To retrieve the group DNs in which user "uid=user.2, ou=people, dc=example, dc=com" is a member.

$ bin/ldapsearch --baseDN "uid=user.2, ou=people,dc=example, dc=comn"
" (objectClass=*)" isMemberOf

Migrating Sun/Oracle Groups

You can migrate Sun/Oracle static and dynamic groups to PingDirectory Server groups. The following sections
outline the procedures for migrating static groups to both Ping Identity static groups and virtual static groups as well
as how to migrate dynamic groups. For information about the differences in access control evaluation between Sun/
Oracle and the PingDirectory Server, see Migrating ACIs from Sun/Oracle to PingDirectory Server.

Migrating Static Groups

The PingDirectory Server supports static LDAP groups with structural object classes of groupOfNames,
groupOfUniqueNames, or groupOfEntries. In general, static groups may be imported without modification.

A FIFO entry cache can be enabled to cache group-to-user mappings, which improves performance when accessing
very large entries, though at the expense of greater memory consumption. The PingDirectory Server provides an out-
of-the-box FIFO entry cache object for this purpose. This object must be explicitly enabled using dsconfig as
described in Using the Entry Cache to Improve the Performace of Large Static Groups.

To Migrate Static Groups
1. Runthemigrate-ldap-schema tool to enumerate any schema differences between the DSEE deployment
and the Ping Identity deployment.

2. Runthemigrate-sun-ds-config tool to enumerate any configuration differences between the DSEE
deployment and the Ping Identity deployment.

3. Import or configure any necessary schema and/or configuration changes recorded by the above tools.
4. Import the existing users and groups using the import-1dif tool.

5. From the PingDirectory Server root directory, open the sun-ds-compatibility.dsconfig file in the
docs folder using a text editor.

6. Find the FIFO Entry Cache section and, after reading the accompanying comments, enable the corresponding
dsconfig command by removing the comment character ("#").

$ bin/dsconfig set-entry-cache-prop \
—-—-cache-name "Static Group Entry Cache" --set enabled:true

7. Enable the Referential Integrity Plug-in. This will ensure that references to an entry are automatically updated
when the entry is deleted or renamed.

$ bin/dsconfig set-plugin-prop --plugin-name "Referential Integrity" --set
enabled:true

If this Directory Server is part of a replication topology, you should enable the Referential Integrity Plug-in for
each replica.

Migrating Static Groups to Virtual Static Groups

In many cases, electing to use virtual static groups in place of static groups can produce marked performance gains
without any need to update client applications. The specifics of a migration to virtual static groups varies depending
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on the original DIT, but the general approach involves identifying common membership traits for all members of each
group and then expressing those traits in the form of an LDAP URL.

In the following example, the common membership trait for all members of the All Users group is the parent DN
ou=People,dc=example,dc=com. In other cases, a common attribute may need to be used. For example, groups based
on the location of its members could use the 1 (location) or st (state) attribute.

To Migrate DSEE Static Groups to Virtual Static Groups

In the following example, consider the common case of an "All Users" group, which contains all entries under the
parent DN "ou=People, dc=example, dc=com". When implemented as a virtual static group, this group may
have a large membership set without incurring the overhead of a static group.

1. First, create a dynamic group.

dn: cn=Dynamic All Users, ou=Groups,dc=example,dc=com

objectClass: top

objectClass: groupOfURLs

cn: Dynamic All Users

memberURL: ldap:///ou=People,dc=example,dc=com??sub? (objectClass=person)

2. Next, create a virtual static group that references the dynamic group.

dn: cn=All Users,ou=Groups,dc=example,dc=com
objectClass: top
objectClass: groupOfUniqueNames
objectClass: ds-virtual-static-group
cn: All Users
ds-target-group-dn: cn=Dynamic All Users, ou=Groups,dc=example, dc=com
3. Finally, the Virtual Static uniqueMember virtual attribute must be enabled to populate the All Users
group with uniqueMember virtual attributes.

$ bin/dsconfig set-virtual-attribute-prop --name "Virtual Static
uniqueMember" \
--set enabled:true

4. Confirm that the virtual static group is correctly configured by checking a user's membership in the group.

$ bin/ldapsearch --baseDN "cn=All Users,ou=Groups,dc=example,dc=com" \
--searchScope base " (uniqueMember=uid=user.0,ou=People,dc=example,dc=com)"
1.1

dn: cn=All Users,ou=Groups,dc=example,dc=com

5. The ability to list all members of a virtual static group is disabled by default. You may enable this feature, but only
if specifically required by a client application.

$ bin/dsconfig set-virtual-attribute-prop --name "Virtual Static
uniqueMember" \
--set allow-retrieving-membership: true

E Note: The virtual static group may also be implemented using the groupOfNames object class
instead of groupOfUniqueNames. In that case, you must update the Virtual Static member
configuration object instead of the Virtual Static uniqueMember configuration object.

[

Migrating Dynamic Groups

The PingDirectory Server supports dynamic groups with the groupofURLs object class. In general, dynamic groups
may be imported without modification.
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To Migrate Dynamic Groups
1. Runthemigrate-ldap-schema tool to enumerate any schema differences between the DSEE deployment
and the Ping Identity deployment.

2. Runthemigrate-sun-ds-config tool to enumerate any configuration differences between the DSEE
deployment and the Ping Identity deployment.

3. Import or configure any necessary schema and/or configuration changes recorded by the above tools.
4. Import the existing users and groups using the import-1dif tool.
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Encrypting Sensitive Data

Topics:

e Encrypting and Protecting
Sensitive Data

* Backing Up and Restoring the
Encryption-Settings Definitions

» Configuring Sensitive Attributes

» Configuring Global Sensitive
Attributes

« Excluding a Global Sensitive
Attribute on a Client Connection
Policy

The Directory Server provides several ways that you can protect sensitive
information in the server. If not enabled during server setup, you can enable
on-disk encryption for data in backends as well as in the changelog and the
replication databases, and you can also protect sensitive attributes by limiting
the ways that clients may interact with them.

This chapter presents the following topics:
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Encrypting and Protecting Sensitive Data

The Directory Server provides an encryption-settings database that holds encryption and decryption definitions to
protect sensitive data. You can enable on-disk encryption for data in backends as well as in the changelog and the
replication databases. You can also protect sensitive attributes by limiting the ways that clients may interact with
them.

About the Encryption-Settings Database

The encryption-settings database is a repository that the server uses to hold information for encrypting and decrypting
data. The database contains any number of encryption-settings definitions that specifies information about the cipher
transformation and encapsulates the key used for encryption and decryption.

Before data encryption can be enabled, you first need to create an encryption-settings definition. An encryption-
settings definition specifies the cipher transformation that should be used to encrypt the data, and encapsulates the
encryption key. The encryption-settings command-line tool can be used to manage the encryption settings
database, including creating, deleting, exporting, and importing encryption-settings definitions, listing the available
definitions, and indicating which definition should be used for subsequent encryption operations.

Although the encryption-settings database can have multiple encryption-settings definitions, only one of them can

be designated as the preferred definition. The preferred encryption-settings definition is the one that will be used

for any subsequent encryption operations. Any existing data that has not yet been encrypted remains unencrypted
until it is rewritten (e.g., as a result of a modify or modify DN operation, or if the data is exported to LDIF and re-
imported). Similarly, if you introduce a new preferred encryption-settings definition, then any existing encrypted data
will continue to use the previous definition until it is rewritten. If you do change the preferred encryption-settings
definition for the server, then it is important to retain the previous definitions until you are confident that no remaining
data uses those older keys.

Supported Encryption Ciphers and Transformations

The set of encryption ciphers that are supported by the Directory Server is limited to those ciphers supported by the
JVM in which the server is running. For specific reference information about the algorithms and transformations
available in all compliant JVM implementations, see the following:

» Java Cryptography Architecture Reference Guide
» Java Cryptography Architecture Standard Algorithm Name Documentation

When configuring encryption, the cipher to be used must be specified using a key length (in bits) and either a cipher
algorithm name (e.g., "AES") or a full cipher transformation which explicitly specifies the mode and padding to use
for the encryption (e.g., "AES/CBC/ PKCS5Padding"). If only a cipher algorithm is given, then the default mode and
padding for that algorithm will be automatically selected.

The following cipher algorithms and key lengths have been tested using the Sun/Oracle JVM:

Table 26: Cipher Algorithms

Cipher Algorithm Key Length (bits)
AES 128

Blowfish 128

DES 64

DESede 192

RC4 128
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= Note: By default, some JVM implementations may come with limited encryption strength, which may
restrict the key lengths that can be used. For example, the Sun/Oracle JVM does not allow AES with 192-bit
or 256-bit keys unless the unlimited encryption strength policy files are downloaded and installed.

The Directory Server supports four Cipher Stream Providers, which are used to obtain cipher input and output streams
to read and write encrypted data.

Table 27: Cipher Stream Providers

Cipher Stream Description

Providers

Default Default cipher stream provider using a hard-coded default key.

File-Based Used to read a specified file in order to obtain a password used to generate cipher streams

for reading and writing encrypted data.

Third-Party Used to provide cipher stream provider implementations created in third-party code using
the Server SDK.

Wait-for-Passphrase ~ Causes the server to wait for an administrator to enter a passphrase that will be used to
derive the key for cipher streams. You can supply the passphrase to the server by running
encryption-settings supply-passphrase.

Using the encryptions-settings Tool

The encryption-settings tool provides a mechanism for interacting with the server's encryption-settings
database. It may be used to list the available definitions, create new definitions, delete existing definitions, and
indicate which definition should be the preferred definition. It may also be used to export definitions to a file for
backup purposes and to allow them to be imported for use in other Directory Server instances.

To List the Available Encryption Definitions

* Usethe encryption-settings tool with the 1ist subcommand to display the set of available encryption
settings definitions. This subcommand does not take any arguments. For each definition, it will include the unique
identifier for the definition, as well as the cipher transformation and key length that will be used for encryption
and whether it is the preferred definition.

$ bin/encryption-settings list

Encryption Settings Definition ID: 4D86C7922F71BB57B8B5695D2993059A26B8FCO1
Preferred for New Encryption: false

Cipher Transformation: DESede

Key Length (bits): 192

Encryption Settings Definition ID: F635E109A8549651025D01D9A6A90F7C9017C66D
Preferred for New Encryption: true

Cipher Transformation: AES

Key Length (bits): 128

Creating Encryption-Settings Definitions

To create a new encryption-settings definition, use the create subcommand. This subcommand takes the following
arguments:

» --cipher-algorithm {algorithm}. Specifies the base cipher algorithm that should be used. This should just be the
name of the algorithm (e.g., "AES", "DES", "DESede", "Blowfish", "RC4", etc.). This argument is required.

+ --cipher-transformation {transformation}. Specifies the full cipher transformation that should be used,
including the cipher mode and padding algorithms (e.g., "AES/CBC/ PKCS5Padding"). This argument is optional,
and if it is not provided, then the JVM-default transformation will be used for the specified cipher algorithm.
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+ --key-length-bits {length}. Specifies the length of the encryption key in bits (e.g., 128). This argument is
required.

+ --set-preferred. Indicates that the new encryption-settings definition should be made the preferred definition and
therefore should be used for subsequent encryption operations in the server. When creating the first definition in
the encryption-settings database, it will automatically be made the preferred definition.

To Create an Encryption-Settings Definition

* Usethe encryption-settings tool with the create subcommand to specify the definition.

$ bin/encryption-settings create --cipher-algorithm AES \
—--key-length-bits 128 --set-preferred

Successfully created a new encryption settings definition with ID
F635E109A8549651025D01D9A6A90F7C9017C66D

Changing the Preferred Encryption-Settings Definition

To change the preferred encryption-settings definition, use the encryption-settings tool with the set-
preferred subcommand. This subcommand takes the following arguments:

» -id {id}. Specifies the ID for the encryption-settings definition to be exported. This argument is required.

To Change the Preferred Encryption-Settings Definition

* Usethe encryption-settings tool with the set-preferred subcommand to change a definition to a preferred
definition.

$ bin/encryption-settings set-preferred --id
4D86C7922F71BB57B8B5695D2993059A26B8FCO1

Encryption settings definition 4D86C7922F71BB57B8B5695D2993059A26B8FC0O0l was
successfully set as the preferred definition for subsequent encryption
operations

Deleting an Encryption-Settings Definition

To delete an encryption-settings definition, use the encryption-settings tool with the delete subcommand.
The subcommand takes the following arguments:

» -id {id}. Specifies the ID for the encryption-settings definition to be deleted. This argument is required.

Never delete an encryption-settings definition if data in the server is still encrypted using the settings contained in
that definition. Any data still encrypted with a definition that has been removed from the database will be inaccessible
to the server and will cause errors for any attempt to access it. This includes the replicationChanges and changelog
databases, which the re-encode-entries tool will not re-encode with the new encryption-settings definition.
Therefore, wait for the amount of time defined in the replication-purge-delay, of the Replication Server,
and changelog-maximum-age of the changelog Backend (if enabled) before removing previous encryption-
settings definitions. To safely delete a compromised encryption-settings definition, see the the Dealing with a
Compromised EncryptionKey section.

To stop using a definition for encryption and use a different definition, make sure that the desired definition exists
in the encryption-settings database and set it to be the preferred definition. As long as the encryption key has not
been compromised, there is no harm in having old encryption-settings definitions available to the server, and it is
recommended that they be retained just in case they are referenced by something.

The preferred encryption-settings definition cannot be deleted unless it is the only one left. To delete the currently-
preferred definition when one or more other definitions are available, make one of the other definitions preferred as
described in the previous section.
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To Delete an Encryption-Settings Definition

e Usethe encryption-settings command with the delete subcommand. Make sure to include the --id
argument to specify the definition.

$ bin/encryption-settings delete --id
F635E109A8549651025D01D9A6A90F7C9017C66D

Successfully deleted encryption settings definition
F635E109A8549651025D01D9A6A90F7C9017C66D

Configuring the Encryption-Settings Database

Because the encryption-settings database contains the encryption keys used to protect server data, the contents of the
encryption-settings database is itself encrypted. By default, the server will derive a key to use for this purpose, but

it is recommended that you customize the logic used to access the encryption-settings database with a cipher stream
provider. The Server SDK provides an API that can be used to create custom cipher stream provider implementations,
but the server also comes with one that will obtain the key from a PIN file that you create (see the example procedure
below).

To Configure the Encryption-Settings Database

1. Use dsconfig to configure the server so that the encryption-settings database is encrypted with a PIN contained
in the file config/encryption-settings.pin.

$ bin/dsconfig create-cipher-stream-provider \
--provider-name "Encryption Settings PIN File" \
-—type file-based \
--set enabled:true \
--set password-file:config/encryption-settings.pin
2. Use dsconfig to set the global configuration property for the cipher stream provider, which sets the on-disk
encryption.

$ bin/dsconfig set-global-configuration-prop \
--set "encryption-settings-cipher-stream-provider:Encryption Settings PIN
File"

3. Usethe encryption-settings tool to create a new encryption-settings definition. This command
automatically generates a new 256-bit encryption key for use with AES encryption, and mark it as the preferred
definition for future encryption operations in the server. Note that this command will fail if you do not have the
unlimited encryption strength policy installed as described in the previous section (if you do not have that policy
installed, then you are restricted to a 128-bit key for AES encryption).

$ bin/encryption-settings create \
-—cipher-algorithm AES \
--key-length-bits 256 \
—-—-set-preferred

4. Obtain a list of the definitions in the encryption-settings database.

$ bin/encryption-settings list

5. You can export an encryption-settings definition from the database using a command like the following where the
encryption-settings ID should be changed as necessary to suit your deployment:

$ bin/encryption-settings export \
--id DA39A3EE5E6B4BOD3255BFEF95601890AFD80709 \
--output-file /tmp/exported-key \
--pin-file /tmp/exported-key.pin
6. If no PIN file is specified, then you will be interactively prompted to provide it. To import an encryption-settings
definition into the database on another server.
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$ bin/encryption-settings import \
-—-input-file /tmp/exported-key \
--pin-file /tmp/exported-key.pin \
——set-preferred

Backing Up and Restoring the Encryption-Settings Definitions

If using data encryption in a Directory Server instance, do not lose the encryption-settings definitions used to
encrypt data in the server. If an encryption-settings definition is lost, any data encrypted with that definition will be
completely inaccessible. Make sure the encryption-settings definitions are backed up regularly.

The Directory Server provides two different mechanisms for backing up and restoring encryption-settings definitions.
One or more encryption-settings definitions can be exported and imported using the encryption-settings tool.
Or, the entire encryption-settings database can be backed up and restored using the Directory Server’s backup and
restore tools.

If a pin file is used to define a passphrase to the encryption-settings database, the passphrase must be backed up and
kept secure independently of the userRoot and encryption-settings database backups. The passphrase in the pin file is
needed if the encryption-settings database is to be restored into a different server root.

Exporting Encryption-Settings Definitions

To back up an individual definition (or to export it from one server so that you can import it into another), use the
export subcommand to the encryption-settings command. The subcommand takes the following arguments:

» --id {id}. Specifies the ID for the encryption-settings definition to be exported. This argument can be specified
multiple times. If it is omitted, all definitions are exported.

+ --output-file {path}. Specifies the path to the output file to which the encryption-settings definition will be
written. This argument is required.

+ --pin-file {path}. Specifies the path to a PIN file containing the password to use to encrypt the contents of the
exported definition. If this argument is not provided, then the PIN will be interactively requested from the server.

To Export an Encryption-Settings Definition

* Usethe encryption-settings tool with the export subcommand to export the definition to a file.

$ bin/encryption-settings export --id
F635E109A8549651025D01D9A6A90F7C9017C66D \
--output-file /tmp/exported-key

Enter the PIN to use to encrypt the definition:

Re-enter the encryption PIN:

Successfully exported encryption settings definition
F635E109A8549651025D01D9A6GA90F7C9017C66D to file /tmp/exported-key

Importing Encryption-Settings Definitions

To import an encryption-settings definition that has been previously exported, use the encryption-settings
tool with the import subcommand. The subcommand takes the following arguments:

+ --input-file {path}. Specifies the path to the file containing the exported encryption-settings definition. This
argument is required.

» --pin-file {path}. Specifies the path to a PIN file containing the password to use to encrypt the contents of the
exported definition. If this argument is not provided, then the PIN will be interactively requested from the server.

» --set-preferred. Specifies that the newly-imported encryption-settings definition should be made for the preferred
definition for subsequent encryption-settings.
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To Import an Encryption-Settings Definition

* Usethe encryption-settings tool with the import subcommand to import the definition to a file.

$ bin/encryption-settings import --input-file /tmp/exported-key --set-
preferred
Enter the PIN used to encrypt the definition:

Successfully imported encryption settings definition
F635E109A8549651025D01D9A6A90F7C9017C66D from file /tmp/exported-key

Enabling Data Encryption in the Server

Encryption can be enabled during server setup, by defining an encryption key and passphrase. This configuration
should be used across all servers in a topology. On legacy systems or post setup, data encryption can be configured by
having at least one encryption-settings definition available for use. Then, set the value of the encrypt-data global
configuration property to true.

Setting the global configuration property will automatically enable data encryption for all types of backends

that support it (including the changelog backend and indexes), as well as for the replication server database. All
subsequent write operations will cause the corresponding records written into any of these locations to be encrypted.
Any existing data will remain unencrypted until it is rewritten by a write operation. If you wish to have existing data
encrypted, then you will need to export that data to LDIF and re-import it. This will work for both the data backends,
the changelog, and indexes, but it is not an option for the replication database, so existing change records will remain
unencrypted until they are purged. If this is not considered acceptable in your environment, then follow the steps in
the Dealing with a Compromised Encryption Key to safely purge the replication database.

Configuration for backups and LDIF exports can be done with the following global properties:

* automatically-compress-encrypted-1ldif-exports. Indicates whether to automatically compress
LDIF exports that are also encrypted. If set to true, any LDIF export that is encrypted (either explicitly with ——
encryptLDIF,or implicitly with the encrypt-1dif-exports-by-default configuration property) will
automatically be gzip-compressed. If this is false, encrypted LDIF exports can still be manually compressed using
the —-—compress command-line argument.

* backup-encryption-settings-definition-id. The unique identifier for the encryption settings
definition to use to generate the encryption key for encrypted backups by default. If this property is given a
value, then a definition with that ID must exist in the server's encryption settings database. If this property
is not given a value, but the server is configured with at least one encryption settings definition, then the
preferred definition is used. If no encryption settings definitions are available, the server will use an internal
key shared among servers in the topology. Regardless of this property's value, it can be overridden with the
backup command-line tool. Providing one of the ——promptForEncryptionPassphrase or —-
encryptionPassphraseFile arguments will generate the encryption key from the provided passphrase. Or,
the -—encryptionSettingsDefinitionID argument can be used to generate the key from the specified
encryption settings definition.

* encrypt-backups-by-default. Indicates whether the server should encrypt backups by default. If set
to true, a defined backup-encryption-settings-definition-id value will be used to generate
the encryption key for the backup. If this property is true, and if a backup-encryption-settings-
definition-id value is not specified, the server will try to use the preferred encryption settings definition to
generate the encryption key. If the server is not configured with any encryption settings definitions, an internal key
that is shared among instances in the topology is used. Regardless of this property's value, it can be overridden
with the backup command-line tool's ——encrypt argument, even if this property is set to false. The —-
doNotEncrypt argument will always cause the backup to be unencrypted, even if this property has a value of
true.

* encrypt-ldif-exports-by-default. Indicates whether the server should encrypt LDIF exports
by default. If set to true, and an 1dif-export-encryption-settings-definition-id valueis
specified, then that encryption settings definition is used to generate the encryption key for the export. If this
property is true, and an 1dif-export-encryption-settings-definition-id value is not specified,
the server will first try to use the preferred encryption settings definition to generate the encryption key. If the
server is not configured with any encryption settings definitions, then an internal key that is shared among
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instances in the topology is used. Regardless of this property's value, the default behavior can be overridden with
the export-1dif command-line tool. The tool's ——encryptLDIF argument will always encrypt the export,
and the -—doNotEncryptLDIF argument will always create an unencrypted export.

To Enable Data Encryption in the Server

» Use dsconfig to set the global configuration property for data encryption to true.

$ bin/dsconfig set-global-configuration-prop --set encrypt-data:true

Using Data Encryption in a Replicated Environment

Data encryption is only used for the on-disk storage for data within the server. Whenever clients access that data, it

is presented in unencrypted form (although the communication with those clients may itself be encrypted using SSL
or StartTLS). Replication, the communication of updates between replication servers, is always encrypted using SSL.
Each server may apply data encryption in a completely independent manner and have different sets of encryption-
settings definitions. It is also possible to have a replication topology containing some servers with data encryption
enabled and others with it disabled.

However, when initializing the backend of one server from another server with data encryption enabled, then the
server being initialized must have access to all encryption-settings definitions that may have been used for data
contained in that backend. To do this, perform an export of the encryption-settings database on the source server
using bin/encryption-settings export and import it on the target server using bin/encryption-
settings import.

Dealing with a Compromised Encryption Key

If an encryption-settings definition becomes compromised such that an unauthorized individual obtains access to
the encryption key, then any data encrypted with that definition is also vulnerable because it can be decrypted using
that key. It is very important that the encryption-settings database be protected (e.g., using file permissions and/or
filesystem ACLs) to ensure that its contents remain secure.

In the event that an encryption-settings definition is compromised, then you should immediately stop using that
definition. Any data encrypted with the compromised key should be re-encrypted with a new definition or purged
from the server. This can be done on one server at a time to avoid an environment-wide downtime, but it should
be completed as quickly as possible on all servers that had used that definition at any point in the past in order to
minimize the risk of that data becoming exposed.

To Deal with a Compromised Encryption Key
The recommended process for responding to a compromised encryption settings definition is as follows:

1. Create a new encryption-settings definition and make it the preferred definition for new writes.

2. Ensure that client traffic is routed away from the server instance to be updated. For example, if the Directory
Server is accessed through a Directory Proxy Server, then you may set the health-check-state
configuration property for any LDAP external server definitions that reference that server to have a value of
unavailable.

3. Ensure that external clients are not allowed to write operations in the directory server instance. This may
be accomplished by setting the writability-mode global configuration property to have a value of
internal-only.

4. Wait for all outstanding local changes to be replicated out to other servers. This can be accomplished by looking at

the monitor entries with the ds—replication-server-handler-monitor-entry object class to ensure
that the value of the update-sent attribute is no longer increasing.

5. Stop the directory server instance.

6. Delete the replication server database by removing all files in the changeLogDb directory below the server root.
As long as all local changes have been replicated out to other servers, this will not result in any data loss in the
replication environment.
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7. Export the contents of all local DB and changelog backends to LDIF. Then, re-import the data from LDIF, which
will cause it to be encrypted using the new preferred encryption settings definition.

8. Export the compromised key from the encryption settings database to back it up in case it may be needed again
in the future (e.g., if some remaining data was later found to have been encrypted with the key contained in that
definition). Then, delete it from the encryption settings database so that it can no longer be used by that directory
server instance.

9. Start the directory server instance.
10. Allow replication to bring the server back up-to-date with any changes processed while it was offline.

11. Re-allow externally-initiated write operations by changing the value of the global writability-mode
configuration property back to enabled.

12. Re-configure the environment to allow client traffic to again be routed to that server instance (e.g., by changing
the value of the "health-check-state" property in the corresponding LDAP external instance definitions in the
Directory Proxy Server instances back to "dynamically-determined").

Configuring Sensitive Attributes

Data encryption is only applied to the on-disk storage for a Directory Server instance. It does not automatically
protect information accessed or replicated between servers, although the server offers other mechanisms to provide
that protection (i.e., SSL, StartTLS, SASL). Ensuring that all client communication uses either SSL or StartTLS
encryption and ensuring that all replication traffic uses SSL encryption ensures that the data is protected from
unauthorized individuals who may be able to eavesdrop on network communication. This communication security
may be enabled independently of data encryption (although if data encryption is enabled, then it is strongly
recommended that secure communication be used to protect network access to that data).

However, for client data access, it may not be as simple as merely enabling secure communication. In some cases, it
may be desirable to allow insecure access to some data. In other cases, it may be useful to have additional levels of
protection in place to ensure that some attributes are even more carefully protected. These kinds of protection may be
achieved using sensitive attribute definitions.

Each sensitive attribute definition contains a number of configuration properties, including:

* attribute-type. Specifies the set of attribute types whose values may be considered sensitive. At least one
attribute type must be provided, and all specified attribute types must be defined in the server schema.

* include-default-sensitive-operational-attributes. Indicates whether the set of sensitive
attributes should automatically be updated to include any operational attributes maintained by the Directory Server
itself that may contain sensitive information. At present, this includes the ds-sync-hist operation attribute,
which is used for data required for replication conflict resolution and may contain values from other attributes in
the entry.

* allow-in-filter. Indicates whether sensitive attributes may be used in filters. This applies not only to the
filter used in search requests, but also filters that may be used in other places, like the assertion and join request
controls. The value of this property must be one of:

* Allow (allow sensitive attributes to be used in filters over both secure and insecure connections)

* Reject (reject any request which includes a filter targeting one or more sensitive attributes over both secure
and insecure connections)

* Secure-only (allow sensitive attributes to be used in filters over secure connections, but reject any such
requests over insecure connections)

* allow-in-add. Indicates whether sensitive attributes may be included in entries created by LDAP add
operations. The value of this property must be one of:

* Allow (allow sensitive attributes to be included in add requests over both secure and insecure connections)
* Reject (reject any add request containing sensitive attributes over both secure and insecure connections)

* Secure-only (allow sensitive attributes to be included in add requests received over a secure connection,
but reject any such requests over an insecure connection)
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*+ allow-in-compare. Indicates whether sensitive attributes may be targeted by the assertion used in a compare
operation. The value of this property must be one of:

* Allow (allow sensitive attributes to be targeted by requests over both secure and insecure connections)
* Reject (reject any compare request targeting a sensitive attribute over both secure and insecure connections)
* Secure-only (allow compare requests targeting sensitive attributes over a secure connection, but reject any
such requests over an insecure connection)
* allow-in-modify. Indicates whether sensitive attributes may be updated using modify operations. The value
of this property must be one of:

* Allow (allow sensitive attributes to be modified by requests over both secure and insecure connections)

* Reject (reject any modify request updating a sensitive attribute over both secure and insecure connections)

* Secure-only (only modify requests updating sensitive attributes over a secure connection, but reject any
such request over an insecure connection)

The allow-in-returned-entries,allow-in-filter,allow-in-add, allow-in-compare,
and allow-in-modi fy properties all have default values of secure-only, which prevents the possibility of
exposing sensitive data in the clear to anyone able to observe network communication.

If a client connection policy references a sensitive attribute definition, then any restrictions imposed by that definition
will be enforced for any clients associated with that client connection policy. If multiple sensitive attribute definitions
are associated with a client connection policy, then the server will use the most restrictive combination of all of those
sets.

Note that sensitive attribute definitions work in conjunction with other security mechanisms defined in the server and
may only be used to enforce additional restrictions on clients. Sensitive attribute definitions may never be used to
grant a client additional access to information that it would not have already had through other means. For example,
if the employeeSSN attribute is declared to be a sensitive attribute and the allow-in-returned-entries
property has a value of Secure-only, then the employeeSSN attribute will only be returned to those clients

that have both been granted permission by the access control rules defined in the server and are communicating with
the server over a secure connection. The employeeSSN attribute will be stripped out of entries returned to clients
normally authorized to see it if they are using insecure connections, and it will also be stripped out of entries for
clients normally not authorized to see it even if they have established secure connections.

To Create a Sensitive Attribute

1. To create a sensitive attribute, you must first create one or more sensitive attribute definitions.

For example, to create a sensitive attribute definition that will only allow access to the employeeSSN attribute
by clients using secure connections, the following configuration changes may be made:

$ bin/dsconfig create-sensitive-attribute \
--attribute-name "Employee Social Security Numbers" \
--set attribute-type:employeeSSN \
--set include-default-sensitive-operational-attributes:true \
--set allow-in-returned-entries:secure-only \
--set allow-in-filter:secure-only \
--set allow-in-add:secure-only \
--set allow-in-compare:secure-only \
--set allow-in-modify:secure-only

2. Associate those sensitive attribute definitions with the client connection policies for which you want them to be
enforced.

$ bin/dsconfig set-client-connection-policy-prop --policy-name default \
--set "sensitive-attribute:Employee Social Security Numbers"
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Configuring Global Sensitive Attributes

Administrators can assign one or more sensitive attribute definitions to a client connection policy. However, in an
environment with multiple client connection policies, it could be easy to add a sensitive attribute definition to one
policy but overlook it in another. The Directory Server supports the ability to define sensitive attributes as a global
configuration option so that they will automatically be used across all client connection policies.

To Configure a Global Sensitive Attribute

* Rundsconfig to add a global sensitive attribute across all client connection policies. The following command
adds the employeeSSN as a global sensitive attribute, which is applied across all client connection policies.

$ bin/dsconfig set-global-configuration-prop --add "sensitive-
attribute:employeeSSN"

Excluding a Global Sensitive Attribute on a Client Connection Policy

Administrators can set a global sensitive attribute across all client connection policies. However, there may be cases
when a specific directory server must exclude the sensitive attribute as it may not be needed for client connection
requests. For example, in most environments it is good to declare the userPassword attribute to be a sensitive
attribute in a manner that prevents it from being read by external clients. Further, this solution is more secure

than protecting the password attribute using the server's default global ACI, which only exists for backwards
compatibility purposes. If the Data Sync Server is installed, then it does need to be able to access passwords for
synchronization purposes. In this case, the administrator can set userPassword to be a sensitive attribute in

all client connection policies, but exclude it in a policy specifically created for use by the Data Sync Server. The
Directory Server provides an exclude-global-sensitive-attribute property for this purpose.

To Exclude a Global Sensitive Attribute on a Client Connection Policy

1. Run dsconfig toremove the global ACI that limits access to the userPassword or authPassword
attribute. This is present for backwards compatibility.

$ bin/dsconfig set-access-control-handler-prop \

--remove 'global-aci: (targetattr="userPassword || authPassword")
(version 3.0; acl "Prevent clients from retrieving passwords from the
server";

deny (read, search,compare) userdn="ldap:///anyone";)"'

2. Rundsconfigto add the userPassword attribute as a global sensitive attribute, which is applied to all client
connection policies. Do this by adding the built-in "Sensitive Password Attributes" Sensitive Attribute definition
to the Global Configuration.

$ bin/dsconfig set-global-configuration-prop \
--add "sensitive-attribute:Sensitive Password Attributes"

3. If'the server is designated to synchronize passwords with a Sync Server, then it is necessary to configure a client
connection policy for the Sync User to exclude the global sensitive attribute. The following is an example on
how to create a new policy if the Data Sync Server binds with the default DN of cn=Sync User, cn=Root
DNs, cn=config.

$ bin/dsconfig create-connection-criteria \
--criteria-name "Requests by Sync Users" \
--type simple \
--set user-auth-type:internal \
--set user-auth-type:sasl \
--set user-auth-type:simple \
--set "included-user-base-dn:cn=Sync User,cn=Root DNs,cn=config"
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bin/dsconfig create-client-connection-policy \

--policy-name "Data Sync Server Connection Policy" \
--set enabled:true \

--set evaluation-order-index:9998 \
--set "connection-criteria:Requests by Sync Users" \
"exclude-global-sensitive-attribute:Sensitive Password Attributes"
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The Directory Server provides a client-accessible LDAP changelog (based
on the Changelog Internet Draft Specification) for the purpose of allowing
other LDAP clients to retrieve changes made to the server in standard LDAP
format. The LDAP changelog is typically used by external software to
maintain application compatibility between client services.

This chapter will present the following topics related to the LDAP Changelog:



PingDirectory | Working with the LDAP Changelog | 246

Overview of the LDAP Changelog

The Directory Server provides a client-accessible LDAP changelog (based on the Changelog Internet Draft
Specification) for the purpose of allowing other LDAP clients to retrieve changes made to the server in standard
LDAP format. The LDAP changelog is typically used by external software to maintain application compatibility
between client services. For example, you can install the Data Sync Server that monitors the LDAP changelog for any
updates that occur on a source directory server and synchronizes these changes to a target DIT or database server. The
Directory Server provides an additional feature in that the LDAP changelog supports virtual attributes.

Note: The LDAP Changelog should not be confused with the Replication Changelog. The main distinction is
as follows:

L=F

» The LDAP Changelog (i.e., the external changelog that clients can access) physically resides at
<server-root>/db/changelog.

+ The Replication Changelog Backend (i.e., the changelog that replication servers use) physically resides at
<server-root>/changelogDB.

Key Changelog Features

As of version 3.2, the Directory Server supports two new Changelog Backend properties that allow access control
filtering and sensitive attribute evaluation for targeted entries. External client applications can change the contents of
attributes they can see in the targeted entry based on the access control rules applied to the associated base DN.

+ apply-access-controls-to-changelog-entry-contents. Indicates whether the contents of changelog entry
attributes (i.e., changes, deletedEntryAttrs, ds-changelog-entry-key-attr-values, ds-
changelog-before-values, and ds-changelog-after-values) are subject to access control and/
or sensitive attribute evaluation to limit data that LDAP clients can see. The client must have the access control
permissions to read changelog entries to retrieve them in any form. If this feature is enabled and the client does
not have permission to read an entry at all, or if that client does not have permission to see any attributes that were
targeted by the change, then the associated changelog entries targeted by those operations will be suppressed. If a
client does not have permission to see certain attributes within the target entry, then references to those attributes
in the changelog entry will also be suppressed. This property only applies to standard LDAP searches of the
cn=changelog branch.

* report-excluded-changelog-attributes. Indicates whether to include additional information about any attributes
that may have been removed due to access control filtering. This property only applies to content removed as a
result of processing performed by the apply-access-controls-to-changelog-entry-contents
property. Possible values are:

* none - Indicates that changelog entries should not include any information about attributes that have been
removed.

+ attribute-counts - Indicates that changelog entries should include a count of user and/ or operational
attributes that have been removed. If any user attribute information was excluded from a changelog entry,
the number of the excluded user attributes will be reported in the ds-changelog-num-excluded-
user—-attributes attribute of the changelog entry. If any operational attribute information was excluded
from a changelog entry, then the number of the excluded operational attributes will be reported in the ds-
changelog-num-excluded-operational-attributes attribute of the changelog entry. Both
the ds-changelog-num-excluded-user-attributes and ds-changelog-num-excluded-
operational-attributes are operational and must be explicitly requested by clients (or all operational
attributes requested using "+") to be returned.

+ attribute-names - Indicates that changelog entries should include the names of user and/or operational
attributes that have been removed. If any user attribute information was excluded from a changelog entry,
then the names of the excluded user attributes will be reported in the ds-changelog-excluded-
user—-attributes attribute of the changelog entry. If any operational attribute information was excluded
from a changelog entry, then the names of the excluded operational attributes will be reported in the ds-
change-log-excluded-operational-attribute attribute of the changelog entry. Both the ds-
changelog-excluded-user-attribute and ds-changelog-excluded-operational-
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attribute attributes are operational and must be explicitly requested by clients (or all operational attributes
requested via "+") to be returned.

To Enable Access Control Filtering in the LDAP Changelog

To set up access control to the LDAP Changelog, use the dsconfig tool to enable the properties to the Changelog
Backend. Only admin users with the bypass-acl privilege can read the changelog.

1. Enable the apply-access-control-to-changelog-entry-contents property to allow LDAP
clients to undergo access control filtering using standard LDAP searches of the cn=changelog backend.

$ bin/dsconfig set-backend-prop --backend-name "changelog" \
--set "apply-access-controls-to-changelog-entry-contents:true"

Access control filtering will be applied regardless of the value of the apply-access-controls-to-
changelog-entry-contents setting when the Changelog Backend is servicing requests from an
PingDataSync Server that has the filter-changes-by-user Sync Pipe property set.

2. Optional. Set the report-excluded-changelog-attributes property to include a count of users
that have been removed through access control filtering. The count appears in the ds-changelog-num-
excluded-user-attributes attribute for users and the ds—-changelog-num-excluded-
operational-attributes attribute for operational attributes.

$ bin/dsconfig set-backend-prop --backend-name "changelog" \
--set "report-excluded-changelog-attributes:attribute-counts"

Useful Changelog Features

The Directory Server provides two useful changelog configuration properties: changelog-max-before-
after-values and changelog-include-key-attribute.

* changelog-max-before-after-values. Setting this property to a non-zero value causes all of the old values and all
of the new values (up to the specified maximum) for each changed attribute to be stored in the changelog entry.
The values will be stored in the ds-change-log-before-values and ds-changelog-after-values
attributes on the changelog entry. These attributes are not present by default.

E Note: The changelog-max-before-after-values property can be expensive for attributes with
hundreds or thousands of values, such as a group entry.

If any attribute has more than the maximum number of values, their names and number of before/after values will
be stored in the ds-changelog-attr-exceeded-max-values-count attribute on the changelog entry.
This is a multi-valued attribute whose format is:

attr=attributeName, beforeCount=100,afterCount=101

where "attributeName" is the name of the attribute and the "beforeCount" and "afterCount" are the total number
of values for that attribute before and after the change, respectively. This attribute indicates that you need to reset
the changelog-max-before-after-values property to a higher value. When this attribute is set, an alert
will be generated.

E Note: If the number of values for an attribute exceeds the maximum value set by the changelog-max-
before-after-values property, then those values will not be stored.

» changelog-include-key-attribute. This property is used for correlation attributes that need to be synchronized
across servers, such as uid. It causes the current (after-change) value of the specified attributes to be recorded in
the ds-changelog-entry-key-attr-values attribute on the changelog entry. This applies for all change
types. On a DELETE operation, the values are from the entry before they were deleted.

The key values will be recorded on every change and override the settings configured in changelog-
include-attribute, changelog-exclude-attribute, changelog-deleted-entry-
include-attribute, or changelog-deleted-entry-exclude-attribute.
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Example of the Changelog Features

After the changelog-max-before-after-values property is set, the before-and-after values of any change
attribute will be recorded in the LDAP Changelog. For example, given a simple entry with two multi-valued mail
attributes:

dn: uid=test,dc=example, dc=com
objectclass: inetorgperson

cn: test user

sn: user

description: oldDescription
mail: test@yahoo.com

mail: test@gmail.com

Then, apply the following changes to the entry:

dn: uid=test,dc=example, dc=com
changetype: modify

add: mail

mail: test@hotmail.com

delete: mail

mail: test@yahoo.com

replace: description
description: newDescription

The resulting changelog would record the following attribute values:

dn: changeNumber=1, cn=changelog

objectClass: top

objectClass: changelogEntry

targetDN: uid=test,dc=example,dc=com

changeType: modify

changes::
YWRkOiBtYWlsCmlhaWw6IHR1c3RAaGIObLWFPpbC5ib20KLOpkZWx1dGU6IGlhaWwKbWFpbDogdGVzdEB5YWh
vby5jb20KLOpyZXBsYWN1OiBkZXNjcmlwdGlvbgpkZXNjcmlwdGlvbjogbmV3RGVzY3JpcHRpb24KLOpyZX
BsYWN1OiBtb2RpZmllcnNOYW11CmlvZGlmaWVycO05hbWU6IGNuPURpcmV]jdGOyeSBNYWShZ2VyLGNuPVJIvb
3Q9RES5zLGNuUPWNvbmZpZwotCnJlcGxhY2U6IGRzLXVWZGF0ZS10aWl1lCmRzLXVWwZGF0Z2S10awl10jogQUEB
QkxxQitIaTQ9Ci0KAA==

ds-changelog-before-values::

ZGVzY3JpcHRpb246IG9sZER1c2NyaXB0aWOuCmlhaWwoIHR1c3RAeW
Fob28uY¥29tCmlhaWw6IHR1c3RAZ21haWwuY29tCmRzLXVWZGF0ZS10aWl10jogQUFBQkxxQjdazlE9CmlvZ
GlmaWVycO5hbWU6IGNuPURpcmVjdG 9yeSBNYWS5hZ2VyLGNuPVJIvb3QgRESzLGNuPWNvbmZpZwo=
ds—-changelog-after-values::

ZGVzY3JpcHRpb246IG51d0R1c2NyaXB0aW9uCmlhaWw6IHR1c3RAZ21
haWwuY29tCmlhaWw6IHR1c3RAaAGI0bWFpbC57b20KZHMtdXBkYXRILXRpbWU601BBQUFCTHFCKOhpNDOKbW
9kaWZpZXJzTmFtZTogY249RG1yZWNOb3J5IE1hbmFnZXIsY249Um9vdCBETnMsY249Y29%uZmlnCg==
ds-changelog-entry-key-attr-values:: dWlkOiBOZXNOCg==
changenumber: 1

You can run the bin/base64 decode -d command-line tool to view the decoded value for the changes, ds~-
changelog-before-values, ds-changelog-after-values attributes:

After base64 decoding, the changes attribute reads:

add: mail

mail: test@hotmail.com
delete: mail

mail: test@yahoo.com

replace: description
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description:

newDescription

replace: modifiersName

modifiersName: cn=Directory Manager,cn=Root DNs,cn=config
replace:
modifyTimestamp:

modifyTimestamp
20131010020345.546%Z

After base64 decoding, the ds—-changelog-before-values attribute reads:

description: oldDescription

mail: test@yahoo.com

mail: test@gmail.com

modifyTimestamp: 20131010020345.5467

modifiersName: cn=Directory Manager,cn=Root DNs,cn=config

After base64 decoding, the ds—-changelog-after-values attribute reads:

description: newDescription

mail: test@gmail.com

mail: test@hotmail.com

modifyTimestamp: 20131010020345.5467

modifiersName: cn=Directory Manager,cn=Root DNs,cn=config

Viewing the LDAP Changelog Properties

You can view the LDAP changelog properties by running the dsconfig get-backend-prop command and specifying
the changelog backend.

To View the LDAP Changelog Properties Using dsconfig Non-Interactive Mode

* Use dsconfig to view the changelog properties on the Directory Server. To view "advanced" properties that
are normally hidden, add the --advanced option when running the command. For a specific description of each
property, see the PingDirectory Server Configuration Reference.

$ bin/dsconfig get-backend-prop --backend-name changelog

Property Value (s)
backend-id changelog
description =
enabled false
writability-mode disabled
base-dn cn=changelog
set-degraded-alert-when-disabled false
return-unavailable-when-disabled false
db-directory db
db-directory-permissions 700
changelog-maximum-age 2 d
db-cache-percent 1
changelog-include-attribute -
changelog-exclude-attribute =
changelog-deleted-entry-include-attribute =
changelog-deleted-entry-exclude-attribute =
changelog-include-key-attribute =
changelog-max-before-after-values 0
changelog-write-batch-size 100
changelog-purge-batch-size 1000
changelog-write-queue-capacity 100

write-lastmod-attributes
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use-reversible-form : false
je-property 3 =

Enabling the LDAP Changelog

By default, the LDAP changelog is disabled on the Directory Server. If you are using the dsconfig tool in
interactive mode, the changelog appears in the Backend configuration as a Standard object menu item.

Note: You can enable the feature using the dsconfig tool only if required as it can significantly affect
LDAP update performance.

[

To Enable the LDAP Changelog Using dsconfig Non-Interactive Mode

* Use dsconfig to enable the changelog property on the Directory Server.

$ bin/dsconfig set-backend-prop \
—--backend-name changelog --set enabled:true

To Enable the LDAP Changelog Using Interactive Mode

1. Use dsconfig to enable the changelog on each server in the network. Then, authenticate to the server by
entering the host name, LDAP connection, port, bindDN and bind password.

$ bin/dsconfig

On the Directory Server main menu, type o to change from the Basic object level to the Standard object level.
Enter the option to select the Standard Object level.

On the Directory Server main menu, type the number corresponding to Backend.

On the Backend Management menu, enter the option to view and edit an existing backend.

S

Next, you should see a list of the accessible backends on your system. For example, you may see options for the
changelog and userRoot backends. Enter the option to work with the changelog backend.

On the Changelog Backend properties menu, type the number corresponding to the Enabled property.

® N

. On the Enabled Property menu, type the number to change the Enabled property to TRUE.

9. On the Backend Properties menu, type f to apply the change. If you set up the server in a server group, type g to
update all of the servers in the group. Otherwise, repeat steps 1-10 on the other servers.

10. Verify that changes made to the data are recorded in the changelog.

Changing the LDAP Changelog Database Location

In cases where disk space issues arise, you can change the on-disk location of the LDAP Change Log database. The
changelog backend supports a do—-directory property that specifies the absolute or relative path (i.e., relative to
the local server root) to the filesystem directory that is used to hold the Oracle Berkeley DB Java Edition database
files containing the data for this backend.

If you change the changelog database location, you must stop and then restart the Directory Server for the change to
take effect. If the changelog backend is already enabled, then the database files must be manually moved or copied to
the new location while the server is stopped.

To Change the LDAP Changelog Location Using dsconfig Non-Interactive Mode

1. Use dsconfig to change the database location for the LDAP Changelog, which by default is at <server-
root>/db. The following command sets the LDAP changelog backend to <server-root>/db2. Remember
to include the LDAP connection parameters (e.g., hostname, port, bindDN, bindPassword).

$ bin/dsconfig set-backend-prop --backend-name changelog \
--set "db-directory:db2" --set "enabled:true"
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The database files are stored under <server-root>/db2/changelog. The files for this backend are stored
in a sub-directory named after the backend-1id property.

2. Stop and restart the server. Since the LDAP changelog backend was previous disabled, there is no need to
manually relocate any existing database files.

$ bin/stop-server
$ bin/start-server

To Reset the LDAP Changelog Location Using dsconfig Non-Interactive Mode

1. If you have changed the LDAP Changelog location, but want to reset it to its original location, use dsconfig
to reset it. The following command resets the LDAP changelog backend to <server-root>/db location.
Remember to include the LDAP connection parameters (e.g., hostname, port, bindDN, bindPassword).

$ bin/dsconfig set-backend-prop --backend-name changelog \
--reset "db-directory"
2. The server attempts to use whatever it finds in the configured location when it starts. If there is nothing there, it
will create an empty database. If the LDAP changelog backend at the previous location is enabled at the time, stop
the server, manually copy the database files to the new LDAP changelog location, and then restart the server.

Viewing the LDAP Changelog Parameters in the Root DSE

The Root DSE is a special entry that holds operational information about the server. The entry provides information
about the LDAP controls, extended operations, and SASL mechanisms available in the server as well as the state of
the data within the changelog. For changelog parameters, the attributes of interest include:

» firstChangeNumber. Change number for the first (oldest) change record contained in the LDAP changelog.
+ lastChangeNumber. Change number for the last (most recent) change record contained in the LDAP changelog.

* lastPurgedChangeNumber. Change number for the last change that was purged from the LDAP changelog. It
can be 0 if no changes have yet been purged.

+ firstReplicaChange. Information about the first (oldest) change record for a change received from the specified
replica. This is a multi-valued attribute and should include a value for each server in the replication topology.

» lastReplicaChange. Information about the last (most recent) change record for a change received from the
specified replica.

The firstReplicaChange and lastReplicaChange attributes use the following syntax:

serverID:CSN:changeNumber
where:

+ serverID. Specifies the unique identifier for the server updating the change log.
* CSN. Specifies the Change Sequence Number, which is the time when the update was made to the given replica.
* changeNumber. Specifies the order of the change that is logged to the LDAP changelog.

The firstReplicaChange and lastReplicaChange attributes can be used to correlate information in the
local LDAP Change Log with data in the LDAP Change Log of other servers in the replication topology. The order
of the individual changes in the LDAP Change Log can vary between servers based on the order in which they were
received from a replica.

To View the LDAP Changelog Parameters
* Use ldapsearch to view the Root DSE.

$ bin/ldapsearch --baseDN "" --searchScope base " (objectclass=*)" "+"
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Viewing the LDAP Changelog Using Idapsearch

All records in the changelog are immediate children of the cn=changelog entry and are named with the
changeNumber attribute. You can view changelog entries using 1dapsearch. Changes are represented in the
form documented in the draft-good-ldap-changelog specification with the targetDN attribute providing the DN of
the updated entry, the changeType attribute providing the type of operation (add, delete, modify, or modDN)),
and the changes attribute providing a base64-encoded representation of the attributes included in the entry (for add
operations) or the changes made (for modify operations) in LDIF form. You can view the changes by decoding

the encoded value using the base 64 decode utility. The LDAP SDK for Java also provides support for parsing
changelog entries.

To View the LDAP Changelog Using Idapsearch

1. Grant access to the cn=changelog backend to the uid=admin account using access control rules. By default,
only the root user has access to this backend.

$ bin/ldapmodify
dn: cn=changelog
changetype: modify
add: aci
aci: (targetattr="*||+")
(version 3.0; acl "Access to the changelog backend for the admin
account";
allow (all) userdn="ldap:///uid=admin,dc=example,dc=com";)

2. Use ldapsearch to view the changelog.
$ bin/ldapsearch --baseDN cn=changelog --dontWrap " (objectclass=*)"

dn: cn=changelog
objectClass: top
objectClass: untypedObject
cn: changelog

dn: changeNumber=1, cn=changelog

objectClass: changelogEntry

objectClass: top

targetDN: uid=user.0,ou=People,dc=example, dc=com

changeType: modify

changes::

cmVwbGFjZTogbW9iaWx1CmlvYmlsZTogKzEgMDIWIDEINCASMzk4Ci0KecmVwbGE]jZToga
G9tZVB0ob251CmhvbWVQaG9uZTogKzEgMj I1IDIXNiAOOTQ5Ci0KemVwbGF ] ZTogZ212ZW50YW1 1Cmdp
dmVuTmEtZTogQWFyb24KLOpyZXBsYWN1OiBkZXNjcmlwdGlvbgpkZXNjcmlwdGlvbjogdGhpcyBpcyB
0aGUgZGVzY3JpcHRpb24gZmOyIEFhcmOuIEF0cC4KLOpyZXBsYWN1IOiBtb2RpZml1lcnNOYW11CmlvZG
1maWVyc05hbWU6IGNUPURpcmV]jdG9yeSBNYW5hZ2VyLGNuPVJIvb3QgRES zLGNuPWNvbmZpZwotCnJdlc
GxhY2U6IGRzLXVWZGF0ZS10aWl1lCmRzLXVWZGF0Z2S10aWl10jogQUFBQkhQOHPUROE9Cgo=
changenumber: 1
dn: changeNumber=2, cn=changelog
objectClass: changeLogEntry
objectClass: top

targetDN: dc=example, dc=com

changeType: modify

changes::

cmVwbGFjZTogZHMtc31uYylzdGF0ZQ0pkcylzeW5jLXNOYXR101AWMDAWMDExQO0ZGMzM0Q
zYWNDASMzAWMDAWMDAyCgo=

changenumber: 2

To View the LDAP Change Sequence Numbers

» The changelog displays the server state information, which is important for failover between servers during
synchronization operations. The server state information is exchanged between the servers in the network (LDAP
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servers and replication servers) as part of the protocol start message. It also helps the client application determine
which server is most up-to-date. Make sure that the uid=admin account has the necessary access rights to the
cn=changelog backend.

$ bin/ldapsearch --baseDN cn=changelog --dontWrap " (objectclass=*)" "+"
dn: cn=changelog

dn: changeNumber=1, cn=changelog

entry-size-bytes: 182

targetUniquelId: 68147342-1£61-3465-8489-3de58c532130
changeTime: 201110230026247

lastReplicaCSN: 0000011D27184D9E303000000001
replicationCSN: 0000011D27184D9E303000000001
replicaldentifier: 12336

dn: changeNumber=2, cn=changelog

entry-size-bytes: 263

targetUniqueId: 4e9b7847-edcb-3791-bllb-7505f4a55af4
changeTime: 201110230026247

lastReplicaCSN: 0000011D27184F2E303000000002
replicationCSN: 0000011D27184F2E303000000002
replicaldentifier: 12336

To View LDAP Changelog Monitoring Information

The changelog contains a monitor entry that you can access over LDAP, JConsole, the Administrative Console, or
SNMP. Make sure that the ui d=admin account has the necessary access rights to the cn=changelog backend.

* Use ldapsearch to view the changelog monitor entry.
$ bin/ldapsearch --baseDN cn=changelog,cn=monitor " (objectclass=*)"

dn: cn=changelog,cn=monitor
objectClass: top
objectClass: ds-monitor-entry
objectClass: extensibleObject
cn: changelog
changelog: cn=changelog
firstchangenumber: 1
lastchangenumber: 8
lastpurgedchangenumber: 0
firstReplicaChange: 16225:0000011D0205237F3F6100000001:5
firstReplicaChange: 16531:0000011CFF334C60409300000002:1
lastReplicaChange: 16225:0000011D02054E8B3F6100000002:7
lastReplicaChange: 16531:0000011CFF334C60409300000002:1
oldest-change-time: 200810150631047Z
. (more data) ...

Indexing the LDAP Changelog

The Directory Server supports attribute indexing in the Changelog Backend to allow Get Changelog Batch requests
to filter results that include only changes involving specific attributes. Normally, the directory server that receives

a request must iterate over the whole range of changelog entries and then match entries based on search criteria

for inclusion in the batch. The majority of this processing also involves determining whether the changelog entry
includes changes to a particular attribute or set of attributes, or not. Using changelog indexing, client applications can
dramatically speed up throughput when targeting the specific attributes.
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Administrators can configure attribute indexing using the index-include-attribute and index-exclude-
attribute properties on the Changelog Backend. The properties can accept the specific attribute name or special
LDAP values "*" to specify all user attributes or "+" to specify all operational attributes.

To determine if the directory server supports this feature, administrators can view the Root DSE for the following
entry:

supportedFeatures: 1.3.6.1.4.1.30221.2.12.3

To Index a Changelog Attribute

1. Use dsconfig to set attribute indexing on an attribute in the Changelog Backend.

The following command enables the Changelog Backend and sets the backend to include all user attributes ("*")
for ADD or MODIFY operations using the changelog-include-attribute property. The changelog-
deleted-entry-include-attribute property is set to all attributes ("*") to specify a set of attribute
types that should be included in a changelog entry for DELETE operations. Attributes specified in this list will be
recorded in the deletedEntryAttrs attribute on the changelog entry when an entry is deleted. The attributes
displayName and employeeNumber are indexed using the index-include-attribute property.

$ bin/dsconfig set-backend-prop --backend-name changelog \
--set "enabled:true" \
--set "changelog-include-attribute:*" \
--set "changelog-deleted-entry-include-attribute:*" \
--set "index-include-attribute:displayName" \
--set "index-include-attribute:employeeNumber"

2. Add another attribute to index using the dsconfig --add option, which adds the attribute to an existing
configuration setting.

$ bin/dsconfig set-backend-prop --backend-name changelog \
--add "index-include-attribute:cn"

To Exclude Attributes from Indexing

* Use dsconfig to set attribute indexing on all user attributes in the Changelog Backend. The following command
includes all user attributes except the description and location attributes.

$ bin/dsconfig set-backend-prop --backend-name changelog \
--set "index-include-attribute:*" \
--set "index-exclude-attribute:description \
--set "index-exclude-attribute:location

Tracking Virtual Attribute Changes in the LDAP Changelog

By default, the LDAP Changelog tracks changes to real attributes only. For client applications that require change
tracking to include virtual attributes, administrators can enable the include-virtual-attribute property,
so that real and virtual attributes are tracked within the changelog. Once the include-virtual-attribute
property is enabled, then properties for virtual attributes that store before/after values, key attributes, and added or
deleted entry attributes can be enabled.

To Track Virtual Attribute Changes in the LDAP Changelog
* Use dsconfig to enable virtual attribute change tracking in the LDAP Changelog.

The following command enables the LDAP changelog and sets include-virtual-attributes to add-
attributes, which indicates that virtual attribute be included in the set of attributes listed for an add operation.
The delete-entry-attributes option indicates that virtual attributes should be included in the set of
deleted entry attributes listed for a delete operation. The before-and-after-values option indicates that
virtual attributes should be included in the set of before and after values for attributes targeted by the changes.
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The key-attribute-values option indicates that virtual attributes should be included in the set of entry key
attribute values.

$ bin/dsconfig set-backend-prop --backend-name "changelog" \
--set "enabled:true" \
--set "include-virtual-attributes:add-attributes" \
--set "include-virtual-attributes:deleted-entry-attributes" \
--set "include-virtual-attributes: before-and-after-values" \
—--set "include-virtual-attributes: key-attribute-values"
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The PingDirectory Server provides a fine-grained access control model

to ensure that users are able to access the information they need, but are
prevented from accessing information that they should not be allowed to see.
It also includes a privilege subsystem that provides even greater flexibility
and protection in many key areas.

This chapter presents the access control model and provides examples that
illustrate the use of key access control functionality.
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Overview of Access Control

The access control model uses access control instructions (ACIs), which are stored in the aci operational attribute,
to determine what a user or a group of users can do with a set of entries, down to the attribute level. The operational
attribute can appear on any entry and affects the entry or any subentries within that branch of the directory
information tree (DIT).

Access control instructions specifies four items:

* Resources. Resources are the targeted items or objects that specifies the set of entries and/or operations to which
the access control instruction applies. For example, you can specify access to certain attributes, such as the cn or
userPassword password.

* Name. Name is the descriptive label for each access control instruction. Typically, you will have multiple access
control instructions for a given branch of your DIT. The access control name helps describe its purpose. For
example, you can configure an access control instructions labelled "ACI to grant full access to administrators."

* Clients. Clients are the users or entities to which you grant or deny access. You can specify individual users or
groups of users using an LDAP URL. For example, you can specify a group of administrators using the LDAP
URL: groupdn="1dap:///cn=admins, ou=groups, dc=example, dc=com."

* Rights. Rights are permissions granted to users or client applications. You can grant or deny access to certain
branches or operations. For example, you can grant read or write permission to a telephoneNumber
attribute.

Key Access Control Features

The PingDirectory Server provides important access control features that provide added security for the Directory
Server's entries.

Improved Validation and Security

The Directory Server provides an access control model with strong validation to help ensure that invalid ACIs are not
allowed into the server. For example, the Directory Server ensures that all access control rules added over LDAP are
valid and can be fully parsed. Any operation that attempts to store one or more invalid ACIs are rejected. The same
validation is applied to ACIs contained in data imported from an LDIF file. Any entry containing a malformed aci
value will be rejected.

As an additional level of security, the Directory Server examines and validates all ACIs stored in the data whenever
a backend is brought online. If any malformed ACIs are found in the backend, then the server generates an
administrative alert to notify administrators of the problem and places itself in lockdown mode. While in lockdown
mode, the server only allows requests from users who have the 1ockdown-mode privilege. This action allows
administrators to correct the malformed ACI while ensuring that no sensitive data is inadvertently exposed due to an
access control instruction not being enforced. When the problem has been corrected, the administrator can use the
leave-lockdown-mode tool or restart the server to allow it to resume normal operation.

Global ACls

Global AClIs are a set of ACIs that can apply to entries anywhere in the server (although they can also be scoped so
that they only apply to a specific set of entries). They work in conjunction with access control rules stored in user data
and provide a convenient way to define ACIs that span disparate portions of the DIT.

In the PingDirectory Server, global ACIs are defined within the server configuration, in the global-aci property
of configuration object for the access control handler. They can be viewed and managed using configuration tools like
dsconfig and the Administrative Console.

The global ACIs available by default in the PingDirectory Server include:

* Allow anyone (including unauthenticated users) to access key attributes of the root DSE, including:
namingContexts, subschemaSubentry, supportedAuthPasswordSchemes,
supportedControl, supportedExtension, supportedFeatures, supportedLDAPVersion,
supportedSASILMechanisms, vendorName, and vendorVersion.



PingDirectory | Managing Access Control | 259

* Allow anyone (including unauthenticated users) to access key attributes of the subschema subentry, including:
attributeTypes, dITContentRules, dITStructureRules, ldapSyntaxes, matchingRules,
matchingRuleUse, nameForms, and objectClasses.

» Allow anyone (including unauthenticated users) to include the following controls in requests made to the server:
authorization identity request, manage DSA IT, password policy, real attributes only, and virtual attributes only.

* Allow anyone (including unauthenticated users) to request the following extended operations: get symmetric key,
password modify request, password policy state, StartTLS, and Who Am 1?

Access Controls for Public or Private Backends

The PingDirectory Server classifies backends as either public or private, depending on their intended purpose. A
private backend is one whose content is generated by the Directory Server itself (for example, the root DSE, monitor,
and backup backends), is used in the operation of the server (for example, the configuration, schema, task, and trust
store backends), or whose content is maintained by the server (for example, the LDAP changelog backend). A public
backend is intended to hold user-defined content, such as user accounts, groups, application data, and device data.

The PingDirectory Server access control model also supports the distinction between public backends and private
backends. Many private backends do not allow writes of any kind from clients, and some of the private backends
that do allow writes only allow changes to a specific set of attributes. As a result, any access control instruction
intended to permit or restrict access to information in private backends should be defined as global ACIs, rather than
attempting to add those instructions to the data for that private backend.

General Format of the Access Control Rules

Access control instructions (ACIs) are represented as strings that are applied to one or more entries within the
Directory Information Tree (DIT). Typically, an ACI is placed on a subtree, such as dc=example, dc=com, and
applies to that base entry and all entries below it in the tree. The Directory Server iterates through the DIT to compile
the access control rules into an internally-used list of denied and allowed targets and their permissable operations.
When a client application, such as 1dapsearch, enters a request, the Directory Server checks that the user who
binds with the server has the necessary access rights to the requested search targets. ACIs are cumulatively applied, so
that a user who may have an ACI at an entry, may also have other access rights available if ACIs are defined higher
in the DIT and are applicable to the user. In most environments, ACIs are defined at the root of a main branch or a
subtree, and not on individual entries unless absolutely required.

dc=example,dc=com

aci: (targetattr!="userPassword")(version 3.0; acl "Allow anonymous read access for anyone"; allow (read,search,compare) userdn="Idap:///anyone";)
aci: (targetattr="*"){version 3.0; acl "Allow users to update their own entries”; allow (write) userdn="Idap:///self";)
aci: (targetattr="*"){version 3.0; acl "Grant full access for the admin user"; allow (all) userdn="Idap:///cn=dir-admins,ou=Groups,dc=example,dc=com”;

ou=Groups,dc=example,dc=com ou=People,dc=example,dc=com

Figure 5: ACI
An access control rule has a basic syntax as follows:

aci : (targets) (version 3.0; acl "name"; permissions bind rules;)
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Table 28: Access Control Components

Access Control Component Description

targets Specifies the set of entries and/or attributes to which an access control rule
applies. Syntax: (target keyword = || = expression)

name Specifies the name of the ACIL.

permissions Specifies the type of operations to which an access control rule might apply.
Syntax: allow||deny (permission)

bind rules Specifies the criteria that indicate whether an access control rule should apply
to a given requestor. Syntax: bind rule keyword = ||!= expression,. The bind
rule syntax requires that it be terminated with a ";".

Summary of Access Control Keywords

This section provides an overview of the keywords supported for use in the PingDirectory Server access control
implementation.

Targets

A target expression specifies the set of entries and/or attributes to which an access control rule applies. The

keyword specifies the type of target element. The expression specifies the items that is targeted by the access control
rule. The operator is either the equal ("=") or not-equal ("!="). Note that the "!=" operator cannot be used with
targattrfilters and targetscope keywords. For specific examples on each target keyword, see the section
Working with Targets.

(keyword [=]||!=]expression)
The following keywords are supported for use in the target portion of AClIs:

Table 29: Summary of Access Control Target Keywords

Target Keyword Description Wildcards
extop Specifies the OIDs for any extended operations to which the access control ~ No

rule should apply.
target Specifies the set of entries, identified using LDAP URLs, to which the access Yes

control rule applies.

targattrfilters Identifies specific attribute values based on filters that may be added to or Yes
removed from entries to which the access control rule applies.

targetattr Specifies the set of attributes to which the access control rule should apply.  Yes

targetcontrol Specifies the OIDs for any request controls to which the access control rule  No
should apply.

targetfilter Specifies one or more search filters that may be used to indicate the set of Yes

entries to which the access control should apply.

targetscope Specifies the scope of entries, relative to the defined target entries or the No
entry containing the ACI fi there is no target, to which the access control rule
should apply.

Permissions

Permissions indicate the types of operations to which an access control rule might apply. You can specify if the user
or group of users are allowed or not allowed to carry out a specific operation. For example, you would grant read
access to a targeted entry or entries using "allow (read)" permission. Or you can specifically deny access to the target
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entries and/or attributes using the "deny (read)" permission. You can list out multiple permissions as required in the
ACL

allow (permissionl ...,permission2,...permissionN)

deny (permissionl ...,permission2,...permissionN)

The following keywords are supported for use in the permissions portion of ACls:

Table 30: Summary of Access Control Permissions

Permission Description
add Indicates that the access control should apply to add operations.
compare Indicates that the access control should apply to compare operations, as well as to search

operations with a base-level scope that targets a single entry.
delete Indicates that the access control should apply to delete operations.

export Indicates that the access control should only apply to modify DN operations in which an entry is
moved below a different parent by specifying a new superior DN in the modify DN request. The
requestor must have the export permission for operations against the entry's original DN. The
requestor must have the import permission for operations against the entry's new superior DN.
For modify DN operations that merely alter the RDN of an entry but keeps it below the same
parent (i.e., renames the entry), only the write permission is required. This is true regardless of
whether the entry being renamed is a leaf entry or has subordinate entries.

import See the description for the export permission.

proxy Indicates that the access control rule should apply to operations that attempt to use an alternate
authorization identity (for example, operations that include a proxied authorization request
control, an intermediate client request control with an alternate authorization identity, or a client
that has authenticated with a SASL mechanism that allows an alternate authorization identify to

be specified).
read Indicates that the access control rule should apply to search result entries returned by the server.
search Indicates that the access control rule should apply to search operations with a non-base scope.
selfwrite Indicates that the access control rule should apply to operations in which a user attempts to add

or remove his or her own DN to the values for an attribute (for example, whether users may add
or remove themselves from groups).

write Indicates that the access control rule should apply to modify and modify DN operations.

all An aggregate permission that includes all other permissions except “proxy.” This is equivalent
to providing a permission of “add, compare, delete, read, search, selfwrite, write, export, and
import.”

Bind Rules

The Bind Rules indicate whether an access control rule should apply to a given requester. The syntax for the target
keyword is shown below. The keyword specifies the type of target element. The expression specifies the items that is
targeted by the access control rule. The operator is either equals ("=") or not-equals ("!="). The semi-colon delimiter
symbol (";") is required after the end of the final bind rule.

keyword [=]||!= ] expression;

Multiple bind rules can be combined using boolean operations (AND, OR, NOT) for more access control precision.
The standard Boolean rules for evaluation apply: innermost to outer parentheses first, left to right expressions,
NOT before AND or OR. For example, an ACI that includes the following bind rule targets all users who are not
uid=admin, dc=example, dc=com and use simple authentication.
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(userdn!="1dap:///uid=admin, dc=example, dc=com”" and authmethod="simple") ;

The following bind rule targets the uid=admin, dc=example, dc=com and authenticates using SASL
EXTERNAL or accesses the server from a loopback interface.

(userdn="1dap:///uid=admin, dc=example,dc=com and (authmethod="SSL" or
ip="127.0.0.1"));

The following keywords are supported for use in the bind rule portion of ACIs:

Table 31: Summary of Bind Rule Keywords

Bind Rule Description
Keyword
authmethod Indicates that the requester’s authentication method should be taken into account when
determining whether the access control rule should apply to an operation. Wildcards are not
allowed in this expression. The keyword’s syntax is as follows:
authmethod = method
where method is one of the following representations:
none
simple. Indicates that the client is authenticated to the server using a bind DN and
password.
ssl. Indicates that the client is authenticated with an SSL/TLS certificate (e.g., via SASL
EXTERNAL), and not just over a secure connection to the server.
sasl {sasl mechanism}. Indicates that the client is authenticated to the server using a
specified SASL Mechanism.
The following example allows users who authenticate with an SSL/TLS certificate (e.g., via
SASL EXTERNAL) to update their own entries:
aci: (targetattr="*")
(version 3.0; acl "Allow users to update their own entries";
allow (write) (userdn="ldap:///self" and authmethod="ssl");)
dayofweek Indicates that the day of the week should be taken into account when determining whether the

access control rule should apply to an operation. Wildcards are not allowed in this expression.
Multiple day of week values may be separated by commas. The keyword’s syntax is as follows:

dayofweek = dayl, dayZ2,
where day is one of the following representations:

sun
mon
tues
wed
thu
fri
sat

The following example allows users who authenticate with an SSL/TLS certificate (e.g., via
SASL EXTERNAL) on weekdays to update their own entries:

aci: (targetattr="*")
(version 3.0; acl "Allow users to update their own entries";
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Bind Rule Description
Keyword

allow (write) (dayofweek!="sun,sat" and userdn="ldap:///
self"
and authmethod="ssl1l") ;)

dns Indicates that the requester’s DNS-resolvable host name should be taken into account
when determining whether the access control rule should apply to an operation. Wildcards
are allowed in this expression. Multiple DNS patterns may be separated by commas. The
keyword’s syntax is as follows:

dns = dns-host-name

The following example allows users on hostname server.example. com to update their
own entries:

aci: (targetattr="*")
(version 3.0; acl "Allow users to update their own entries";
allow (write) (dns="server.example.com" and userdn="ldap:///
self") ;)

groupdn Indicates that the requester’s group membership should be taken into account when
determining whether the access control rule should apply to any operation. Wildcards are not
allowed in this expression.

groupdn [ = || '= ] "ldap:///groupdn [ || ldap:///
groupdn ] ..."

The following example allows users in the managers group to update their own entries:

aci: (targetattr="*")
(version 3.0; acl "Allow users to update their own entries";
allow (write)
(groupdn="1dap:///

cn=managers, ou=groups,dc=example, dc=com") ;)

ip Indicates that the requester’s IP address should be taken into account when determining
whether the access control rule should apply to an operation. Wildcards are allowed in this
expression. Multiple IP address patterns may be separated by commas. The keyword’s syntax is
as follows:

ip [ = || != 1 ipAddressList
where ipAddressList is one of the following representations:

A specific IPv4 address: 127.0.0.1

An IPv4 address with wildcards to specify a subnetwork: 127.0.0.*

An IPv4 address or subnetwork with subnetwork mask: 123.4.5.0+255.255.255.0
An IPv4 address range using CIDR notation: 123.4.5.0/24

An IPv6 address as defined by RFC 2373.

The following example allows users on 10.130.10.2 and localhost to update their own entries:

aci: (targetattr="*")
(version 3.0; acl "Allow users to update their own entries";
allow (write) (ip="10.130.10.2,127.0.0.1" and
userdn="1ldap:///self") ;)
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Bind Rule Description
Keyword
timeofday Indicates that the time of day should be taken into account when determining whether the

access control rule should apply to an operation. Wildcards are not allowed in this expression.
The keyword’s syntax is as follows:

timeofday [ = || !'= || >= || > || <= || < ] time
where time is one of the following representations:

4-digit 24-hour time format (0000 to 2359, where the first two digits represent the hour of
the day and the last two represent the minute of the hour)

Wildcards are not allowed in this expression

The following example allows users to update their own entries if the request is received before
12 noon.

aci: (targetattr="*")
(version 3.0; acl "Allow users who authenticate before noon
to update their own entries";
allow (write) (timeofday<1200 and userdn="ldap:///self"
and authmethod="simple") ;)

userattr Indicates that the requester’s relation to the value of the specified attribute should be taken
into account when determining whether the access control rule should apply to an operation.
A bindType value of USERDN indicates that the target attribute should have a value which
matches the DN of the authenticated user. A bindType value of GROUPDN indicates that
the target attribute should have a value which matches the DN of a group in which the
authenticated user is a member. A bindType value of LDAPURL indicates that the target
attribute should have a value that is an LDAP URL whose criteria matches the entry for the
authenticated user. Any value other than USERDN, GROUPDN, or LDAPURL is expected to
be present in the target attribute of the authenticated user’s entry. The keyword’s syntax is as
follows:

userattr = attrName# [ bindType || attrValue ]
where:

attrName = name of the attribute for matching
bindType = USERDN, GROUPDN, LDAPURL

attrValue = an attribute value. Note that the attrVALUE of the attribute must match on both
the bind entry and the target of the ACI.

The following example allows a manager to change employee's entries. If the bind DN is
specified in the manager attribute of the targeted entry, the bind rule is evaluated to TRUE.

aci: (targetattr="*")

(version 3.0; acl "Allow a manager to change employee
entries";

allow (write) userattr="manager#USERDN";)

The following example allows any member of a group to change employee's entries. If the bind
DN is a member of the group specified in the allowEditors attribute of the targeted entry, the
bind rule is evaluated to TRUE.

aci: (targetattr="*")

(version 3.0; acl "Allow allowEditors to change employee
entries";

allow (write) userattr="allowEditors#GROUPDN";)
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Bind Rule Description
Keyword

The following example allows allows a user's manager to edit that user's entry and any entries
below the user's entry up to two levels deep. You can specify up to five levels (0, 1, 2, 3, 4)
below the targeted entry, with zero (0) indicating the targeted entry.

aci: (targetattr="*")
(version 3.0; acl "Allow managers to change employees entries
two levels below";
allow (write) userattr="parent[0,1,2].manager#USERDN";)

The following example allows any member of the engineering department to update any other
member of the engineering department at or below the specified ACIL.

aci: (targetattr="*")

(version 3.0; acl "Allow any member of Eng Dept to update any
other member of the

enginering department at or below the ACI";

allow (write) userattr="department#ENGINEERING";)

The following example allows an entry to be updated by any user whose entry matches the
criteria defined in the LDAP URL contained in the allowedEditorCriteria attribute of
the target entry.

aci: (targetattr="*")

(version 3.0; acl "Allow a user that matches the filter to
change entries";

allow (write) userattr="allowedEditorCriteria#LDAPURL";)

userdn Indicates that the user’s DN should be taken into account when determining whether the access
control rule should apply to an operation. The keyword’s syntax is as follows:

userdn [ = || != 1 "ldap:///value [ || "ldap:///value ..."]
where value is one of the following representations:

The DN of the target user
A value of anyone to match any client, including unauthenticated clients.
A value of a1l to match any authenticated client.

A value of parent to match the client authenticated as the user defined in the immediate
parent of the target entry.

A value of self to match the client authenticated as the user defined in the target entry.
If the value provided is a DN, then that DN may include wildcard characters to define patterns.

A single asterisk will match any content within the associated DN component, and two
consecutive asterisks may be used to match zero or more DN components.

The following example allows users to update their own entries:
aci: (targetattr="*")

(version 3.0; acl "Allow users to update their own entries";
allow (write) userdn="ldap:///self";)

Working with Targets

The following section presents a detailed look and examples of the target ACI keywords: target, targetattr,
targetfilter, targattrfilters, targetscope, targetcontrol, and extop.
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target

The target keyword indicates that the ACI should apply to one or more entries at or below the specified
distinguished name (DN). The target DN must be equal or subordinate to the DN of the entry in which the ACI is
placed. For example, if you place the ACI at the root of ou=People, dc=example, dc=com, you can target the
DN, uid=user.1, ou=People, dc=example, dc=com within your ACI rule. The DN must meet the string
representation specification of distinguished names, outlined in RFC 4514, and requires that special characters be
properly escaped.

The target clause has the following format, where DN is the distinguished name of the entry or branch:

(target = ldap:///DN)

For example, to target a specific entry, you would use a clause such as the following:

(target = ldap:///uid=john.doe, ou=People,dc=example, dc=com)

Note that, in general, specifying a target DN is not recommended. It is better to have the ACI defined in that

entry and omit the target element altogether. For example, although you can have (target="1dap:///
uid=john.doe, ou=People, dc=example, dc=com) in any of the dc=example, dc=com or ou=People
entries, it is better for it to be defined in the uid=john. doe entry and not explicitly include the target element.

The expression allows for the "not equal" (!=) operator to indicate that all entries within the scope of the given branch
that do NOT match the expression be targeted for the ACI. Thus, the following expression targets all entries within
the subtree that do not match uid=john. doe.

(target != ldap:///uid=john.doe, ou=People,dc=example, dc=com)

The target keyword also supports the use of asterisk (*) characters as wildcards to match elements
within the distinguished name. The following target expression matches all entries that contains and
begins with "john.d, " so that entries like "john.doe, ou=People, dc=example, dc=com," and
"john.davies, ou=People, dc=example, dc=com" would match.

(target = ldap:///uid=john.d*, ou=People,dc=example,dc=com)

The following target expression matches all entries whose DN begins with "john.d," and matches the ou attribute.
Entries like "john.doe, ou=People, dc=example, dc=com," and "john.davies, ou=asia-
branch, dc=example, dc=com" would match.

(target = ldap:///uid=john.d*,ou=*,dc=example,dc=com)

Another example of a complete ACI targets the entries in the ou=People, dc=example, dc=com branch and the
entries below it, and grants the users the privilege to modify all of their user attributes within their own entries.

aci: (target="1dap:///ou=People, dc=example, dc=com")

(targetattr="*")

(version 3.0; acl "Allow all the ou=People branch to modify their own
entries";

allow (write) userdn="ldap:///self";)

targetattr

The targetattr keyword targets the attributes for which the access control instruction should apply. There are
four general forms that it can take in the PingDirectory Server:

+ (targetattr=""*"). Indicates that the access control rule applies to all user attributes. Operational attributes will not
automatically be included in this set.

+ (targetattr="+"). Indicates that the access control rule applies to all operational attributes. User attributes will not
automatically be included in this set.

* (targetattr="attr1||attr2||attr3||...||attrN"). Indicates that the access control rule applies only to the named set of
attributes.
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* (targetattr!="attr1||attr2||attr3|...||]attrN"). Indicates that the access control rule applies to all user attributes
except the named set of attributes. It will not apply to any operational attributes.

The targeted attributes can be classified as user attributes and operational attributes. User attributes define the actual
data for that entry, while operational attributes provide additional metadata about the entry that can be used for
informational purposes, such as when the entry was created, last modified and by whom. Metadata can also include
attributes specifying which password policy applies to the user, or overrided default constraints like size limit, time
limit, or look-through limit for that user.

The PingDirectory Server distinguishes between these two types of attributes in its access control implementation.
The Directory Server does not automatically grant any access at all to operational attributes. For example, the
following clause applies only to user attributes and not to operational attributes:

(targetattr="*")

You can also target multiple attributes in the entry. The following clause targets the common name (cn), surname (sn)
and state (st) attribute:

(targetattr="cn| |sn||st")

You can use the "+" symbol to indicate that the rule should apply to all operational attributes, as follows:

(targetattr="+")

To include all user and all operational attributes, you use both symbols, as follows:

(targetattr="*|[|+")

If there is a need to target a specific operational attribute rather than all operational attributes, then it can be
specifically included in the values of the targetattr clause, as follows:

(targetattr="ds-rlim-size-1limit")

Or if you want to target all user attributes and a specific operational attribute, then you can use them in the
targetattr clause, as follows:

(targetattr="*||ds-rlim-size-1limit")

The following ACls are placed on the dc=example, dc=com tree and allows any user anonymous read access to all
entries except the userPassword attribute. The second ACI allows users to update their own contact information.
The third ACI allows the uid=admin user full access privileges to all user attributes in the dc=example, dc=com
subtree.

aci: (targetattr!="userPassword") (version 3.0; acl "Allow anonymous

read access for anyone"; allow (read,search,compare) userdn="ldap:///
anyone";)
aci: (targetattr="telephonenumber| |street||homePhone| |1l]|st")

(version 3.0; acl "Allow users to update their own contact info";

allow (write) userdn="ldap:///self";)
aci: (targetattr="*") (version 3.0; acl "Grant full access for the admin
user";

allow (all) userdn="ldap:///uid=admin,dc=example,dc=com";)

An important note must be made when assigning access to user and operational attributes, which can be outlined in an
example to show the implications of the Directory Server not distinguishing between these attributes. It can be easy

to inadvertently create an access control instruction that grants far more capabilities to a user than originally intended.
Consider the following example:

aci: (targetattr!="uid| |employeeNumber")
(version 3.0; acl "Allow users to update their own entries";
allow (write) userdn="ldap:///self";)
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This instruction is intended to allow a user to update any attribute in his or her own entry with the exception of uid
and employeeNumber. This ACI is a very common type of rule and seems relatively harmless on the surface, but it
has very serious consequences for a Directory Server that does not distinguish between user attributes and operational
attributes. It allows users to update operational attributes in their own entries, and could be used for a number of
malicious purposes, including:

* A user could alter password policy state attributes to become exempt from password policy restrictions.

* A user could alter resource limit attributes and bypass size limit, time limit, and look-through-limit constraints.

* A user could add access control rules to his or her own entry, which could allow them to make their entry
completely invisible to all other users including administrators granted full rights by access control rules, but
excluding users with the bypass-acl privilege, allow them to edit any other attributes in their own entry
including those excluded by rules like uid and employeeNumber in the example above, or add, modify, or
delete any entries below his or her own entry.

Because the PingDirectory Server does not automatically include operational attributes in the target attribute list, these
kinds of ACIs do not present a security risk for it. Also note that users cannot add ACIs to any entries unless they
have the modify-acl privilege.

Another danger in using the (targetattr!="x") pattern is that two ACIs within the same scope could have two
different targetattr policies that cancel each other out. For example, if one ACI has (targetattr!="cn| |
sn") and a second ACl has (targetattr!="userPassword"), then the net effectis (targetattr="*"),
because the first ACI inherently allows userPassword, and the second allows cn and sn.

targetfilter

The targetfilter keyword targets all attributes that match results returned from a filter. The targetfilter
clause has the following syntax:

(targetfilter = ldap filter)

For example, the following clause targets all entries that contain "ou=engineering" attribue:

(targetfilter = " (ou=engineering)")

You can only specify a single filter, but that filter can contain multiple elements combined with the OR operator. The
following clause targets all entries that contain "ou=engineering," "ou=accounting," and "ou=marketing."
(targetfilter = " (| (ou=engineering) (ou=accounting) (ou=marketing)")

The following example allows the user, uid=eng-mgr, to modify the departmentNumber, cn, and sn
attributes for all entries that match the filter ou=engineering.

aci: (targetfilter=" (ou=engineering)")
(targetattr="departmentNumber| |cn]| |sn")
(version 3.0; acl "example"; allow (write)
userdn="1dap:///uid=eng-mgr, dc=example, dc=com" ;)

targattrfilters

The targattrfilters keyword targets specific attribute values that match a filtered search criteria. This keyword
allows you to set up an ACI that grants or denies permissions on an attribute value if that value meets the filter
criteria. The targattrfilters keyword applies to individual values of an attribute, not to the whole attribute.
The keyword also allows the use of wildcards in the filters.

The keyword clause has the following formats:

(target = "add=attrl:Filterl && attr2:Filter2... && attrn:FilterN,
del=attrl:Filterl && attr2:Filter2 ... && attrN:FilterN" )

where
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add represents the operation of adding an attribute value to the entry

del represents the operation of removing an attribute value from the entry

attrl, attr2... attrN represents the targeted attributes

filter1, filter2 ... filterN represents filters that identify matching attribute values

The following conditions determine when the attribute must satisfy the filter:

* When adding or deleting an entry containing an attribute targeted a targattrfilters element, each value of
that attribute must satisfy the corresponding filter.

*  When modifying an entry, if the operation adds one or more values for an attribute targeted by a
targattrfilters element, each value must satisfy the corresponding filter. If the operation deletes one or
more values for a targeted attribute, each value must satisfy the corresponding filter.

*  When replacing the set of values for an attribute targeted by a targattrfilters element, each value removed
must satisfy the delete filters, and each value added must satisfy the add filters.

The following example allows any user who is part of the cn=directory server admins group to add the
soft-delete-read privilege.

aci: (targattrfilter="add=ds-privilege-name: (ds-privilege-name=soft-delete-
read)")

(version 3.0; acl "Allow members of the directory server admins group to
grant the

soft-delete-read privilege"; allow (write)

groupdn="1dap:///cn=directory server admins,ou=group,dc=example,dc=com";)

targetscope

The targetscope keyword is used to restrict the scope of an access control rule. By default, ACIs use a subtree
scope, which means that they are applied to the target entry (either as defined by the target clause of the ACI, or
the entry in which the ACI is define if it does not include a target), and all entries below it. However, adding the
targetscope element into an access control rule can restrict the set of entries to which it applies.

The following targetscope keyword values are allowed:

* base. Indicates that the access control rule should apply only to the target entry and not to any of its subordinates.

» onelevel. Indicates that the access control rule should apply only to entries that are the immediate children of the
target entry and not to the target entry itself, nor to any subordinates of the immediate children of the target entry.

» subtree. Indicates that the access control rule should apply to the target entry and all of its subordinates. This is
the default behavior if no targetscope is specified.

» subordinate. Indicates that the access control rule should apply to all entries below the target entry but not the
target entry itself.

The following ACI targets all users to view the operational attributes (supportedControl,
supportedExtension, supportedFeatures, supportedSASLMechanisms, vendorName, and
vendorVersion) present in the root DSE entry. The targetscope is base to limit users to view only those
attributes in the root DSE.

aci: (target="ldap:///") (targetscope="base")
(targetattr="supportedControl | | supportedExtension| |
supportedFeatures| | supportedSASLMechanisms | | vendorName | | vendorVersion")
(version 3.0; acl "Allow users to view Root DSE Operational Attributes";
allow (read,search,compare) userdn="ldap:///anyone")

targetcontrol

The targetcontrol keyword is used to indicate whether a given request control can be used by those users
targeted in the ACI. Multiple OIDs can be provided by separating them with the two pipe characters (optionally
surrounded by spaces). Wildcards are not allowed when specifying control OIDs.
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The following ACI example shows the controls required to allow an administrator to use and manage the Soft-Delete
feature. The Soft Delete Request Control allows the user to soft-delete an entry, so that it could be undeleted at a later
time. The Hard Delete Request Control allows the user to permanently remove an entry or soft-deleted entry. The
Undelete Request Control allows the user to undelete a currently soft-deleted entry. The Soft-Deleted Entry Access
Request Control allows the user to search for any soft-deleted entries in the server.

aci: (targetcontrol="1.3.6.1.4.1.30221.2.5.20]11.3.6.1.4.1.30221.2.5.22] |
1.3.6.1.4.1.30221.2.5.23]11.3.6.1.4.1.30221.2.5.24")
(version 3.0; acl "Allow admins to use the Soft Delete Request Control,
Hard Delete Request Control,Undelete Request Control, and
Soft-deleted entry access request control";
allow (read) userdn="ldap:///uid=admin,dc=example,dc=com";)

extOp

The extop keyword can be used to indicate whether a given extended request operation can be used. Multiple OIDs
can be provided by separating them with the two pipe characters (optionally surrounded by spaces). Wildcards are not
allowed when specifying extended request OIDs.

The following ACI allows the uid=user-mgr to use the Password Modify Request (i.e.,
OID=1.3.6.1.4.1.4203.1.11.1) and the StartTLS (i.e., OID=1.3.6.1.4.1.1466.20037) extended request OIDs.

aci: (extop="1.3.6.1.4.1.4203.1.11.1 || 1.3.6.1.4.1.1466.20037")
(version 3.0; acl "Allows the mgr to use the Password Modify Request and
StartTLS;

allow(read) userdn="ldap:///uid=user-mgr, ou=people,dc=example,dc=com";)

Examples of Common Access Control Rules

This section provides a set of examples that demonstrate access controls that are commonly used in your environment.
Note that to be able to alter access control definitions in the server, a user must have the modify-acl privilege as
discussed later in this chapter.

Administrator Access

The following ACI can be used to grant any member of the "cn=admins, ou=groups, dc=example, dc=com"
group to add, modify and delete entries, reset passwords and read operational attributes such as 1 sMemberOf and
password policy state:

aci: (targetattr="+") (version 3.0; acl "Administrators can read, search or
compare operational attributes";

allow (read,search,compare) groupdn="ldap:///

cn=admins, ou=groups, dc=example,dc=com";)

aci: (targetattr="*") (version 3.0; acl "Administrators can add, modify and
delete entries";

allow (all) groupdn="ldap:///cn=admins,ou=groups, dc=example,dc=com";)

Anonymous and Authenticated Access

The following ACI allow anonymous read, search and compare on select attributes of inetOrgPerson entries
while authenticated users can access several more. The authenticated user will inherit the privileges of the anonymous
ACI. In addition, the authenticated user can change userPassword:

aci: (targetattr="objectclass || uid || cn || mail || sn || givenName")
(targetfilter=" (objectClass=inetorgperson)")

(version 3.0; acl "Anyone can access names and email addresses of entries
representing people";

allow (read,search,compare) userdn="1ldap:///anyone";)
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aci: (targetattr="departmentNumber || manager || isMemberOf")
(targetfilter=" (objectClass=inetorgperson)")

(version 3.0; acl "Authenticated users can access these fields for entries
representing people";

allow (read,search,compare) userdn="ldap:///all";)

aci: (targetattr="userPassword") (version 3.0; acl "Authenticated users can
change password";

allow (write) userdn="ldap:///all";)

If no unauthenticated access should be allowed to the Directory Server, the preferred method for preventing
unauthenticated, or anonymous access is to set the Global Configuration property reject-unauthenticated-
requests to true.

Delegated Access to a Manager

The following ACI can be used to allow an employee's manager to edit the value of the employee's
telephoneNumber attribute. This ACI uses the userattr keyword with a bind type of USERDN, which
indicates that the target entry’s manager attribute must have a value equal to the DN of the authenticated user:

aci: (targetattr="telephoneNumber")

(version 3.0; acl "A manager can update telephone numbers of her direct
reports";

allow (read, search,compare,write) userattr="manager#USERDN";)

Proxy Authorization

The following AClIs can be used to allow the application

"cn=0nBehalf, ou=applications,dc=e